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Abstract

The goals of the talk are twofold: we describe common features in data
sets from motor vehicle insurance companies and we investigate a gen-
eral strategy which exploits the knowledge of such features. The results
of the strategy are a basis to develop insurance tariffs. The strategy is
applied to a data set from 15 motor vehicle insurance companies. We
use a nonparametric approach based on a combination of kernel logistic
regression and ε−support vector regression. Both methods belong to the
class of statistical machine learning methods based on convex risk mini-
mization. Some recent results of robustness properties of such methods
are also given.
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