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#### Abstract

We answer two extremal questions about odd cycles that naturally arise in the study of sparse pseudorandom graphs. Let $\Gamma$ be an $(n, d, \lambda)$-graph, i.e., $n$-vertex, $d$-regular graphs with all nontrivial eigenvalues in the interval $[-\lambda, \lambda]$. Krivelevich, Lee, and Sudakov conjectured that, whenever $\lambda^{2 k-1} \ll d^{2 k} / n$, every subgraph $G$ of $\Gamma$ with $(1 / 2+o(1)) e(\Gamma)$ edges contains an odd cycle $C_{2 k+1}$. Aigner-Horev, Hàn, and the third author proved a weaker statement by allowing an extra polylogarithmic factor in the assumption $\lambda^{2 k-1} \ll d^{2 k} / n$, but we completely remove it and hence settle the conjecture. This also generalises Sudakov, Szabo, and Vu's Turán-type theorem for triangles.

Secondly, we obtain a Ramsey multiplicity result for odd cycles. Namely, in the same range of parameters, we prove that every 2 -edge-colouring of $\Gamma$ contains at least $(1-o(1)) 2^{-2 k} d^{2 k+1}$ monochromatic copies of $C_{2 k+1}$. Both results are asymptotically best possible by Alon and Kahale's construction of $C_{2 k+1}$-free pseudorandom graphs.


## §1. Introduction

In the last two decades, one of the major developments in extremal and probabilistic combinatorics has been the study of sparse (pseudo)random analogue of classical results. We continue to study analogues of classical theorems in sparse pseudorandom graphs. An $(n, d, \lambda)$-graph $\Gamma$ is a $d$-regular $n$-vertex graph such that the spectrum $d=\lambda_{1} \geqslant \cdots \geqslant \lambda_{n}$ of its adjacency matrix $A_{\Gamma}$ satisfies $\left|\lambda_{i}\right| \leqslant \lambda$ for $i=2,3, \ldots, n$. Although this is one of the most well-known examples of pseurandom graphs and hence received considerable attention, as surveyed in [12], there are only very few analogues of classical theorems for $(n, d, \lambda)$-graphs. For example, Sudakov, Szabo, and Vu [15] proved an analogue of Turán's theorem for $(n, d, \lambda)$-graphs, where the range of parameters is believed to be optimal (for other extremal or Ramsey-type results in this context see, e.g., [2,7] and references therein).

We prove two analogues of classical results for ( $n, d, \lambda$ )-graphs that concern odd cycles $C_{2 k+1}$. The range of parameters we focus on is always $\lambda^{2 k-1} \ll d^{2 k} / n$, which is tight for each $C_{2 k+1}$ in the sense that there exists a $C_{2 k+1}$-free $(n, d, \lambda)$-graph with $\lambda^{2 k-1}=\Theta\left(d^{2 k} / n\right)$ by the construction by Alon and Kahale [5], built on Alon's triangle-free pseudorandom graphs [4].

We study the Ramsey multiplicity of odd cycles in $(n, d, \lambda)$-graphs. Let $N_{H}(G)$ be the number of labelled copies of $H$ in $G$. A graph $H$ is common if the number of monochromatic

[^0]$H$-copies in a 2-edge-colouring of $K_{n}$ is minimised by the random colouring, i.e.,
$$
N_{H}(G)+N_{H}(\bar{G}) \geqslant(1-o(1)) 2^{1-e(H)} n^{|V(H)|}
$$
whenever $G$ is an $n$-vertex graph and $\bar{G}$ is its complement. In 1962, Erdős [8] conjectured that every complete graph is common, which is generalised by Burr and Rosta [6] for arbitrary graphs instead of complete graphs. However, already the original Erdős conjecture turned out to be false, as was shown by Thomason [17] for every $K_{t}, t \geqslant 4$. There are many common and uncommon graphs known since then [9,10,14], although the complete classification is far beyond our reach. In particular, Sidorenko [13] proved that every odd cycle is common. We obtain a sparse pseudorandom analogue of Sidorenko's theorem.

Theorem 1.1. Let $\varepsilon>0$ and let $\Gamma$ be an ( $n, d, \lambda)$-graph. Then there exists $\eta>0$ such that, whenever $\lambda^{2 k-1} \leqslant \eta d^{2 k} / n$ and $G$ is a subgraph of $\Gamma$,

$$
N_{C_{2 k+1}}(G)+N_{C_{2 k+1}}(\Gamma \backslash G) \geqslant(1-\varepsilon) 2^{-2 k} d^{2 k+1}
$$

Secondly, we prove an analogue of the Erdős-Stone theorem for odd cycles, stating that every $n$-vertex graph with more than half of the all possible edges must contain a copy of an odd cycle of fixed length. Theorem 1.2 below yields the same conclusion for subgraphs of suitable ( $n, d, \lambda$ )-graphs with relative density $1 / 2+o(1)$. Obviously, Alon and Kahale's $C_{2 k+1}$-free graphs do not possess the Erdős-Stone property for $C_{2 k+1}$ and Krivlevich, Lee, and Sudakov [11] conjectured that the example by Alon and Kahale is asymptotically optimal. We verify this conjecture.

Theorem 1.2. Let $k \geqslant 1$ be an integer and let $\delta>0$. Then there exist $\eta>0$ and $n_{0}$ such that the following holds: let $n \geqslant n_{0}$ and let $\Gamma$ be an ( $n, d, \lambda$ )-graph satisfying $\lambda^{2 k-1} \leqslant \eta d^{2 k} / n$. If $G \subset \Gamma$ is a subgraph such that $e(G) \geqslant\left(\frac{1}{2}+\delta\right) \frac{d}{n}\binom{n}{2}$, then there is a copy of $C_{2 k+1}$ in $G$.

A similar result with a slightly stronger condition $\lambda^{2 k-1}(\log n)^{(2 k-1)(2 k-2)} \ll d^{2 k} / n$ was obtained by Aigner-Horev, Hàn, and the third author [1]. However, those authors obtained such a result in the more general context of bijumbled graphs, while we make use of the spectral estimate for the number of even cycles in ( $n, d, \lambda$ )-graphs (see Lemma 2.2 below).

Our proof of Theorem 1.2 uses a stronger variant (see Theorem 3.1) of the first main result, Theorem 1.1. This is a new approach for the Erdős-Stone-type problems in pseudorandom setting. However, one cannot expect an analogous solution to the variant of Turán's theorem proved by Sudakov, Szabo, and Vu [15], since Thomason [17] showed that any $K_{t}$, $t \geqslant 4$, is uncommon.

## §2. Preliminaries

Throughout this paper, $\Gamma$ always denotes the $(n, d, \lambda)$ graph and $1_{\Gamma}(x, y)$ is the indicator function of the edge set $E(\Gamma)$. For brevity, $p=d / n$ denotes the edge density of $\Gamma$. We use the standard notation $f(n) \ll g(n)$ if $f(n) / g(n) \rightarrow 0$ as $n \rightarrow \infty$. We will also write
$x=a \pm b$ if and only if $a-b \leqslant x \leqslant a+b$. For each $k>2, C_{k}$ denotes the cycle of length $k$ and $C_{2}$ means the single edge graph $K_{2}$. We denote by $P_{k}$ the $k$-edge path on $k+1$ vertices.

In what follows, we shall use the fact $1 \ll d$ and $\lambda \ll d$, which are trivial consequences of the crucial condition $\lambda^{2 k-1} \ll d^{2 k} / n$. The number of vertices $n=|V(\Gamma)|$ will be taken large enough.

When counting $H$-copies in $G$, it is often convenient to allow possibly degenerate copies of $H$. For graphs $H$ and $G$, denote by $h_{H}(G)$ the number of all homomorphisms from $H$ to $G$. Let the graph homomorphism density $t_{H}(G):=h_{H}(G) /|V(G)|^{V(H) \mid}$, that is, the number of homomorphisms from $H$ to $G$ divided by the number of vertex maps from $H$ to $G$. Indeed, the graph homomorphism density defined above naturally generalises to (not necessarily nonnegative) weighted graphs, i.e., for a symmetric function $f: V(G)^{2} \rightarrow \mathbb{R}$,

$$
t_{H}(f):=\mathbb{E}\left[\prod_{i j \in E(H)} f\left(x_{i}, x_{j}\right)\right],
$$

where each $x_{i}$ is a uniform random vertex in $V(G)$ chosen independently. We shall repeatedly use a key pseudorandom property of an $(n, d, \lambda)$-graph, given by the Expander Mixing Lemma.

Lemma 2.1 (Expander Mixing Lemma). Let $\Gamma$ be an n-vertex graph whose nontrivial eigenvalues lie in the interval $[-\lambda, \lambda]$. Then for every weight function $u, v: V(\Gamma) \rightarrow[0,1]$,

$$
\begin{equation*}
\left|\sum_{x, y \in V(\Gamma)} u(x) 1_{\Gamma}(x, y) v(y)-\frac{d}{n} \sum_{x \in V(\Gamma)} u(x) \sum_{y \in V(\Gamma)} v(y)\right| \leqslant \lambda \sqrt{\sum_{x \in V(\Gamma)} u(x)^{2} \sum_{y \in V(\Gamma)} v(y)^{2}} \tag{2.1}
\end{equation*}
$$

When $u$ and $v$ are $\{0,1\}$-valued, it appeared in [3,16]. Our weighted version of the lemma can easily be derived by following the standard proofs of theirs.

The Expander Mixing Lemma yields an estimate on $h_{C_{2 k+1}}(\Gamma)$ for every fixed $k$. For that fix a vertex, say 1 in $V\left(C_{k}\right)=[k]$, and let $h_{C_{k}}(\Gamma ; x)$ be the number of homomorphic copies of $C_{k}$ that maps 1 to $x \in V(\Gamma)$. Let $w_{k, \Gamma}(x, y)$ be the number of $k$-edge walks from $x$ to $y$ in $\Gamma$. Then

$$
h_{C_{2 k+1}}(\Gamma ; x)=\sum_{y, z \in V(\Gamma)} w_{k, \Gamma}(x, y) 1_{\Gamma}(y, z) w_{k, \Gamma}(x, z) .
$$

Since $\sum_{y \in V(\Gamma)} w_{k, \Gamma}(x, y)=d^{k}$, the Expander Mixing Lemma yields

$$
\left|h_{C_{2 k+1}}(\Gamma ; x)-\frac{d^{2 k+1}}{n}\right| \leqslant \lambda \sum_{y \in V(\Gamma)} w_{k, \Gamma}(x, y)^{2}=\lambda \cdot h_{C_{2 k}}(\Gamma ; x) .
$$

Summing over all $x \in V(\Gamma)$ hence gives

$$
\begin{equation*}
\left|h_{C_{2 k+1}}(\Gamma)-d^{2 k+1}\right| \leqslant \lambda \cdot h_{C_{2 k}}(\Gamma) \tag{2.2}
\end{equation*}
$$

In the following section, we shall prove a slightly stronger statement, Theorem 3.1, than Theorem 1.1 by considering an 'almost-regular' subgraph of $\Gamma$ induced on a large vertex
subset instead of the $d$-regular graph $\Gamma$. To this end, we say that a vertex subset $X \subseteq V(\Gamma)$ is $\delta$-almost-regular if

$$
\operatorname{deg}_{\Gamma[X]}(x)=(1 \pm \delta) p|X| \text { for all } x \in X
$$

In particular, $V(\Gamma)$ is $\delta$-almost-regular for any $\delta>0$. Indeed, we may replace $\Gamma$ by $\Gamma[X]$ in proving (2.2) to obtain an analogous bound. As

$$
h_{C_{2 k+1}}(\Gamma[X] ; x)=\sum_{y, z \in X} w_{k, \Gamma[X]}(x, y) 1_{\Gamma}(y, z) w_{k, \Gamma[X]}(x, z),
$$

the Expander Mixing Lemma gives

$$
\left|h_{C_{2 k+1}}(\Gamma[X] ; x)-p \cdot d_{k}(x ; \Gamma[X])^{2}\right| \leqslant \lambda \cdot h_{C_{2 k}}(\Gamma[X] ; x),
$$

where $d_{k}(x ; \Gamma[X])$ denotes the number of $k$-edge walks in $\Gamma[X]$ starting at $x \in X$. Since $X$ is $\delta$-almost-regular, $d_{k}(x ; \Gamma[X])=(1 \pm k \delta) p^{k}|X|^{k}$ for every $x \in X$. Thus, we obtain

$$
\begin{equation*}
\left.\left.\left|h_{C_{2 k+1}}(\Gamma[X])-p^{2 k+1}\right| X\right|^{2 k+1}\left|\leqslant \lambda \cdot h_{C_{2 k}}(\Gamma)+2 k \delta p^{2 k+1}\right| X\right|^{2 k+1} . \tag{2.3}
\end{equation*}
$$

To bound the right-hand side above, we shall use the following spectral argument.
Lemma 2.2. Let $\Gamma$ be an ( $n, d, \lambda$ )-graph and let $k$ be a positive integer. Then

$$
h_{C_{2 k}}(\Gamma) \leqslant d^{2 k}+\lambda^{2 k-2} d n .
$$

Proof. Since $h_{C_{k}}(\Gamma)=\operatorname{tr}\left(A_{\Gamma}^{k}\right)=\lambda_{1}^{k}+\lambda_{2}^{k}+\cdots+\lambda_{n}^{k}$ for every $k \geqslant 2$,

$$
h_{C_{2 k}}(\Gamma)=\lambda_{1}^{2 k}+\lambda_{2}^{2 k}+\cdots+\lambda_{n}^{2 k} \leqslant d^{2 k}+\lambda^{2 k-2}\left(\lambda_{2}^{2}+\cdots+\lambda_{n}^{2}\right) \leqslant d^{2 k}+\lambda^{2 k-2} d n,
$$

where the last inequality is from $\lambda_{1}^{2}+\lambda_{2}^{2}+\cdots+\lambda_{n}^{2}=h_{K_{2}}(\Gamma)=d n$.
Note that the assumption $\lambda^{2 k-1} \ll d^{2 k} / n$ in Theorem 1.1 and 1.2 combined with the fact $\lambda \ll d$ implies $d^{2 k+1} \gg \lambda \cdot h_{C_{2 k}}(\Gamma)$ and hence, $(2.2)$ implies $h_{C_{2 k+1}}(\Gamma)=(1 \pm o(1)) d^{2 k+1}$. Similarly, if $|X| \geqslant \mu n$, (2.3) gives

$$
\left.\left.\left|h_{C_{2 k+1}}(\Gamma[X])-p^{2 k+1}\right| X\right|^{2 k+1}\left|\leqslant \lambda p^{2 k} n^{2 k}+\lambda^{2 k-1} p n^{2}+k \delta p^{2 k+1}\right| X\right|^{2 k+1} .
$$

In particular,

$$
\begin{align*}
h_{C_{2 k+1}}(\Gamma[X]) & \geqslant p^{2 k+1}|X|^{2 k+1}\left(1-\frac{\lambda n^{2 k}}{p|X|^{2 k+1}}-\frac{\lambda^{2 k-1} n^{2}}{p^{2 k}|X|^{2 k+1}}-2 k \delta\right) \\
& \geqslant p^{2 k+1}|X|^{2 k+1}\left(1-\frac{\lambda}{\mu^{2 k+1} d}-\frac{\lambda^{2 k-1} n}{\mu^{2 k+1} d^{2 k}}-2 k \delta\right), \tag{2.4}
\end{align*}
$$

which essentially means $h_{C_{2 k+1}}(\Gamma[X]) \geqslant(1-o(1))(p|X|)^{2 k+1}$.
The following lemma will be useful in proving that the number of the degenerate copies of an odd cycle $C_{2 k+1}$ is negligible.

Lemma 2.3. Let $H$ be the graph consisting of edge-disjoint $C_{2 q}$ and $C_{2 r+1}$ sharing exactly one vertex. Then

$$
h_{H}(\Gamma) \leqslant \frac{1}{n} d^{2(q+r)+1}+\lambda^{2 q-2} d^{2 r+2}+\lambda d^{2(q+r)}+\lambda^{2(q+r)-1} d n .
$$

Proof. For each homomorphism $\phi \in \operatorname{Hom}\left(C_{2 q}, \Gamma\right)$, let $h_{H}(\Gamma ; \phi)$ be the number of homomorphisms from $H$ to $\Gamma$ that extends $\phi$ and let $w_{r}(x ; \phi)$ be the number of $r$-edge walks from the image of the shared vertex $v$ under $\phi$ to $x \in V(\Gamma)$. Then

$$
h_{H}(\Gamma ; \phi)=\sum_{x, y \in V(\Gamma)} w_{r}(x ; \phi) \gamma(x, y) w_{r}(y ; \phi) .
$$

The Expander Mixing Lemma gives

$$
\left|h_{H}(\Gamma ; \phi)-\frac{d^{2 r+1}}{n}\right| \leqslant \lambda \sum_{x \in V(\Gamma)} w_{r}(x ; \phi)^{2} .
$$

Note that $\sum_{x \in V(\Gamma)} w_{r}(x ; \phi)^{2}$ counts the number of homomorphisms from another graph $H^{\prime}$ obtained by $C_{2 q}$ and $C_{2 r}$ identified on the vertex $v$ that extends $\phi$. In particular, this is a degenerate copy of $C_{2(q+r)}$. Thus, summing above over all $\phi \in \operatorname{Hom}\left(C_{2 q}, H\right)$ yields

$$
\left|h_{H}(\Gamma)-\frac{d^{2 r+1}}{n} h_{C_{2 q}}(\Gamma)\right| \leqslant \lambda \cdot h_{C_{2(q+r)}}(\Gamma)
$$

and applying Lemma 2.2 concludes the proof.
If $q+r=k$ and $\lambda^{2 k-1} \ll d^{2 k} / n$, then $h_{H}(\Gamma) \ll d^{2 k+1}$. Whenever a homomorphic copy of $C_{2 k+1}$ is degenerate, it induces a homomorphic copy $H$ of two shorter cycles sharing one vertex. Hence, Lemma 2.2 shows that most of the homormophic copies of $C_{2 k+1}$ are nondegenerate.

## §3. The relative commonality of odd cycles

We shall prove the following slightly stronger statement than Theorem 1.1. To avoid ambiguity in the normalising factor, $t_{H}(G)$ means $h_{H}(G) /|X|^{|V(H)|}$ whenever $G$ is a subgraph of $\Gamma[X]$.

Theorem 3.1. For $0<\mu, \delta<1$ and an integer $k \geqslant 1$, there exists $\eta=\eta(\delta, \mu, k)>0$ such that the following holds: let $\Gamma$ be an $(n, d, \lambda)$-graph satisfying $\lambda^{2 k-1} \leqslant \eta d^{2 k} / n$ and let $X$ be a $\delta$-almost-regular vertex subset of $\Gamma$ with $|X| \geqslant \mu n$. Then for every subgraph $G$ of $\Gamma[X]$, we have

$$
N_{C_{2 k+1}}(G)+N_{C_{2 k+1}}(\Gamma[X] \backslash G) \geqslant \frac{1}{2^{2 k}}(p|X|)^{2 k+1}\left(1-2^{8 k} \delta\right) .
$$

We remark that this strenghtening of Theorem 1.1 is purely for the future purpose to derive Theorem 1.2 and we did not attempt to optimise the constants. The key ingredient in proving Theorem 3.1 is a homomorphism counting lemma.

Lemma 3.2. Let $\delta, \mu>0$ and let $\Gamma$ be an $(n, d, \lambda)$-graph. For every $\delta$-almost-regular subset $X \subset V(\Gamma)$ with $|X| \geqslant \mu n$ and every subgraph $G$ of $\Gamma[X]$,

$$
t_{C_{2 k+1}}(G)+t_{C_{2 k+1}}(\Gamma[X] \backslash G) \geqslant \frac{1}{2^{2 k}} p^{2 k+1}\left(1-2^{7 k}\left(\delta+\frac{\lambda}{\mu^{2 k} d}+\frac{\lambda^{2 k-1} n}{\mu^{2 k} d^{2 k}}\right)\right) .
$$

Theorem 3.1 can easily be deduced by setting $\eta=\mu^{4 k^{2}} \delta^{2 k} / 10^{2 k}$ in the lemma above and the fact that there are at most $2(2 k+1)^{2} \eta d^{2 k+1}$ degenerate copies of $C_{2 k+1}$ by Lemma 2.3.

Throughout this section, we write $\gamma_{X}:=1_{E(\Gamma[X])}$ or even $\gamma=\gamma_{X}$ if $X$ is clear from the context. Similary, let $g=g_{X}$ be the indicator of the edges in the subgraph $G$ of $\Gamma[X]$.

Let $J$ be an edge subset of $H$. For $f_{1}, f_{2}: X^{2} \rightarrow \mathbb{R}$ and $x_{1}, \ldots, x_{|V(H)|} \in X$, write

$$
\left\langle f_{1}, f_{2}\right\rangle_{H}^{J}:=\prod_{i j \in J} f_{1}\left(x_{i}, x_{j}\right) \prod_{i j \in E(H) \backslash J} f_{2}\left(x_{i}, x_{j}\right) .
$$

In fact, $t_{H}(f)=\mathbb{E}\left[\langle f, h\rangle_{H}^{E(H)}\right]$ for any $h$. For $\alpha, \beta \in \mathbb{R}$ we may expand $t_{H}\left(\alpha f_{1}+\beta f_{2}\right)$ to

$$
t_{H}\left(\alpha f_{1}+\beta f_{2}\right)=\sum_{J \subseteq E(H)} \alpha^{|J|} \beta^{e(H)-|J|} \mathbb{E}\left[\left\langle f_{1}, f_{2}\right\rangle_{H}^{J}\right] .
$$

For brevity, write
$\mathcal{E}(H):=\{J \subset E(H):|J|$ is even $\}$ and $\mathcal{E}_{+}(H):=\{J \subset E(H):|J|$ is even and nonzero $\}$.
Let $f:=2 g-\gamma$ so that $g=\frac{1}{2}(f+\gamma)$ and $\gamma-g=\frac{1}{2}(-f+\gamma)$. Since $0 \leqslant g \leqslant \gamma$ we have $|f| \leqslant \gamma$. Moreover, from the definition of $f$ it follows that

$$
\begin{equation*}
t_{H}(g)+t_{H}(\gamma-g)=\left(\frac{1}{2}\right)^{e(H)-1}\left(t_{H}(\gamma)+\sum_{J \in \mathcal{E}_{+}(H)} \mathbb{E}\left[\langle f, \gamma\rangle_{H}^{J}\right]\right) \tag{3.1}
\end{equation*}
$$

Recall that (2.4) implies

$$
\begin{equation*}
t_{C_{2 k+1}}(\gamma) \geqslant p^{2 k+1}\left(1-\frac{\lambda}{\mu^{2 k+1} d}-\frac{\lambda^{2 k-1} n}{\mu^{2 k+1} d^{2 k}}-2 k \delta\right) . \tag{3.2}
\end{equation*}
$$

Thus, in order to prove Lemma 3.2, it suffices to show that $\mathbb{E}\left[\langle f, \gamma\rangle_{C_{2 k+1}}^{J}\right]$ is 'almost nonnegative'. For that we generalise Sidorenko's arguments [13] for proving the commonality of odd cycles. For a symmetric function $f: X^{2} \rightarrow \mathbb{R}$, define a polynomial in $\mathbb{R}[z]$

$$
Q_{H}(z ; f):=\sum_{J \in \mathcal{E}_{+}(H)} \mathbb{E}\left[\langle f, z \gamma\rangle_{H}^{J}\right]=\sum_{J \in \mathcal{E}_{+}(H)} \mathbb{E}\left[\langle f, \gamma\rangle_{H}^{J}\right] z^{e(H)-|J|} .
$$

Lemma 3.3. Suppose $|f(x, y)| \leqslant \gamma(x, y)$ for every $x, y \in X$. Then

$$
\left|\frac{d}{d z} Q_{C_{2 k+1}}(z ; f)-p(2 k+1) Q_{P_{2 k}}(z ; f)\right| \leqslant(2 k+1) p^{2 k+1}\left(\frac{\lambda}{\mu^{2 k+1} d}+\frac{\lambda^{2 k-1} n}{\mu^{2 k+1} d^{2 k}}\right) .
$$

Proof. Since $\left\{\mathcal{E}_{+}\left(C_{2 k+1} \backslash e\right)\right\}_{e \in E\left(C_{2 k+1}\right)}$ covers each $J \in \mathcal{E}_{+}\left(C_{2 k+1}\right)$ exactly $2 k+1-|J|$ times,

$$
\begin{align*}
\frac{d}{d z} Q_{C_{2 k+1}}(z ; f) & =\sum_{J \in \mathcal{E}_{+}(H)} \mathbb{E}\left[\langle f, \gamma\rangle_{C_{2 k+1}}^{J}\right](2 k+1-|J|) z^{2 k-|J|} \\
& =\sum_{e \in E\left(C_{2 k+1}\right)} \sum_{J \in \mathcal{E}_{+}\left(C_{2 k+1} \backslash e\right)} \mathbb{E}\left[\langle f, \gamma\rangle_{C_{2 k+1}}^{J}\right] z^{2 k-|J|} . \tag{3.3}
\end{align*}
$$

As $C_{2 k+1} \backslash e$ is always isomorphic to $P_{2 k}$, we regard $J$ as a subgraph of $P_{2 k}$ on $[2 k+1]$ with edges $\{i, i+1\}, i=1,2, \ldots, 2 k$. Let $L$ and $R$ be the edges in $P_{2 k}$ induced on vertices $\{1,2, \ldots, k+1\}$ and $\{k+1, \ldots, 2 k+1\}$. For each $z \in X$, let $\ell_{z}, r_{z}: V(\Gamma) \rightarrow \mathbb{R}$ be

$$
\begin{aligned}
\ell_{z}(x) & :=\sum_{\substack{x_{k+1}=z, x_{1}=x, x_{i} \in X, 1<i \leqslant k}} \prod_{i j \in L \cap J} f\left(x_{i}, x_{j}\right) \prod_{i j \in L \backslash J} \gamma\left(x_{i}, x_{j}\right) \\
\text { and } r_{z}(x) & :=\sum_{\substack{x_{k+1}=z, x_{2 k+1}=x, x_{i} \in X, k+2 \leqslant i<2 k+1}} \prod_{i j \in R \cap J} f\left(x_{i}, x_{j}\right) \prod_{i j \in R \backslash J} \gamma\left(x_{i}, x_{j}\right) .
\end{aligned}
$$

Now the Expander Mixing Lemma together with the fact $|f| \leqslant \gamma \leqslant 1_{\Gamma}$ gives

$$
\left|\sum_{x, y \in V(\Gamma)} \ell_{z}(x) 1_{\Gamma}(x, y) r_{z}(y)-p \sum_{x \in V(\Gamma)} \ell_{z}(x) \sum_{y \in V(\Gamma)} r_{z}(y)\right| \leqslant \lambda \cdot h_{C_{2 k}}(\Gamma ; z) .
$$

Since

$$
\sum_{x, y \in V(\Gamma)} \ell_{z}(x) 1_{\Gamma}(x, y) r_{z}(y)=|X|^{2 k} \mathbb{E}\left[\langle f, \gamma\rangle_{C_{2 k+1}}^{J} \mid x_{k+1}=z\right]
$$

and

$$
\sum_{x \in V(\Gamma)} \ell_{z}(x) \sum_{y \in V(\Gamma)} r_{z}(y)=|X|^{2 k} \mathbb{E}\left[\langle f, \gamma\rangle_{P_{2 k}}^{J} \mid x_{k+1}=z\right],
$$

Lemma 2.2 gives

$$
\begin{aligned}
\left|\mathbb{E}\left[\langle f, \gamma\rangle_{C_{2 k+1}}^{J}\right]-p \cdot \mathbb{E}\left[\langle f, \gamma\rangle_{P_{2 k}}^{J}\right]\right| & \leqslant \frac{1}{|X|^{2 k+1}}\left(\lambda p^{2 k} n^{2 k}+\lambda^{2 k-1} p n^{2}\right) \\
& \leqslant p^{2 k+1}\left(\frac{\lambda}{\mu^{2 k+1} d}+\frac{\lambda^{2 k-1} n}{\mu^{2 k+1} d^{2 k}}\right)
\end{aligned}
$$

Substituting this into (3.3) yields the desired bound.
Lemma 3.3 roughly means $\frac{d}{d z} Q_{C_{2 k+1}}(z ; f) \approx p(2 k+1) Q_{P_{2 k}}(z ; f)$ and the next lemma proves $Q_{P_{2 k}}(z ; f)$ is 'almost nonnegative', which will immediately prove that $Q_{C_{2 k+1}}(1 ; f)$ is almost nonnegative too, as planned.

Lemma 3.4. Let $0 \leqslant z \leqslant 1$ and let $\gamma=1_{E(\Gamma[X])}$ for a $\delta$-almost-regular set $X$. Suppose $f: X^{2} \rightarrow[0,1]$ satisfies $|f(x, y)| \leqslant \gamma(x, y)$ for all $x, y \in X^{2}$. Then

$$
\mathbb{E}\left[\sum_{J \in \mathcal{E}_{+}\left(C_{2 k}\right)}\langle f, z \gamma\rangle_{P_{2 k}}^{J}\right] \geqslant-p^{2 k} 2^{5 k} \delta .
$$

Proof. We firstly classify the nonempty edge subsets of $E\left(P_{2 k}\right)$ in terms of the first and the last edge in $J$. Namely, for nonempty $J \subseteq E\left(P_{2 k}\right)$, let $a_{J}$ be the smallest $i$ such that $\{i, i+1\} \in J$ and let $b_{J}$ be the largest $j$ such that $\{j, j+1\} \in J$. Define

$$
\mathcal{C}_{i, j}:=\left\{J \subseteq E\left(P_{2 k}\right): J \neq \varnothing, a_{J}=i, \text { and } b_{J}=j\right\} .
$$

and let

$$
S_{i, j}:=\mathbb{E}\left[\sum_{J \in \mathcal{C}_{i, j} \cap \mathcal{E}_{+}\left(P_{2 k}\right)}\langle f, z \gamma\rangle_{P_{2 k}}^{J}\right] .
$$

We regard $J \in \mathcal{C}_{i, j}$ as a subset of $E\left(P_{i, j}\right)$, where $P_{i, j}$ is the path on $\{i, \ldots, j+1\}$. Then

$$
\begin{aligned}
S_{i, j} & =\mathbb{E}\left[\sum_{J \in \mathcal{C}_{i, j} \cap \mathcal{E}_{+}\left(P_{2 k}\right)}\langle f, z \gamma\rangle_{P_{2 k}}^{J}\right] \\
& =\sum_{J \in \mathcal{C}_{i, j} \cap \mathcal{E}_{+}\left(P_{2 k}\right)} \mathbb{E}\left[\mathbb{E}\left[\langle f, z \gamma\rangle_{P_{2 k}}^{J} \mid x_{\ell}: i \leqslant \ell \leqslant j+1\right]\right] \\
& =\sum_{J \in \mathcal{C}_{i, j} \cap \mathcal{E}_{+}\left(P_{2 k}\right)}(1 \pm 2 k \delta)(p z)^{2 k+i-j-1} \mathbb{E}\left[\langle f, z \gamma\rangle_{P_{i, j}}^{J}\right] .
\end{aligned}
$$

For $m=j-i+1$, let

$$
T_{m}:=\sum_{J \in \mathcal{C}_{i, j} \mathcal{E}_{+}\left(P_{2 k}\right)}(p z)^{2 k+i-j-1} \mathbb{E}\left[\langle f, z \gamma\rangle_{P_{i, j}}^{J}\right] .
$$

This is well-defined because the right-hand side above only depends on $j-i$. Let $T_{0}=T_{1}=0$ for notational convenience. Since $|f| \leqslant \gamma$ and $0 \leqslant z \leqslant 1$,

$$
\begin{aligned}
\left|S_{i, j}-T_{j-i+1}\right| & \leqslant 2 k \delta(p z)^{2 k+i-j-1} \sum_{J \in \mathcal{C}_{i, j} \cap \mathcal{E}_{+}\left(P_{2 k}\right)} \mathbb{E}\left[\langle f, z \gamma\rangle_{P_{i, j}}^{J}\right] \\
& \leqslant 2 k \delta(p z)^{2 k+i-j-1} \sum_{J \in \mathcal{C}_{i, j} \cap \mathcal{E}_{+}\left(P_{2 k}\right)} \mathbb{E}\left[\langle\gamma, z \gamma\rangle_{P_{i, j}}^{J}\right] \\
& \leqslant 2 k \delta(p z)^{2 k+i-j-1} \cdot\left|\mathcal{C}_{i, j} \cap \mathcal{E}_{+}\left(P_{2 k}\right)\right| \cdot t_{P_{i, j}}(\gamma) \\
& \leqslant 2^{3 k} p^{2 k} \delta,
\end{aligned}
$$

where the last inequality used $t_{P_{i, j}}(\gamma) \leqslant(1+2 k \delta) p^{j-i+1}$. As $\left\{\mathcal{C}_{i, j} \cap \mathcal{E}_{+}\left(P_{2 k}\right): 1 \leqslant i<j \leqslant 2 k\right\}$ is a partition of $\mathcal{E}_{+}\left(P_{2 k}\right)$,

$$
\left|\mathbb{E}\left[\sum_{J \in \mathcal{E}_{+}\left(P_{2 k}\right)}\langle f, z \gamma\rangle_{P_{2 k}}^{J}\right]-\sum_{i=1}^{2 k}(2 k+1-i) T_{i}\right| \leqslant \sum_{1 \leqslant i<j \leqslant 2 k}\left|S_{i, j}-T_{j-i+1}\right| \leqslant 2^{5 k} p^{2 k} \delta .
$$

Our final goal is to prove that $\sum_{i=1}^{2 k}(2 k+1-i) T_{i}$ is nonnegative for $0<z \leqslant 1$, which suffices to conclude the proof. We split this sum with respect to the parity to express it
with the sum of nonnegative terms. Namely,

$$
\begin{aligned}
\sum_{i=1}^{2 k}(2 k+1-i) T_{i} & =\sum_{i=1}^{k}(2 k+1-2 i) T_{2 i}+(2 k+2-2 i) T_{2 i-1} \\
& =\sum_{i=1}^{k}(2 k+2-2 i) T_{2 i-1}+(k+1-i) T_{2 i}+\sum_{i=0}^{k-1}(k-i) T_{2 i} \\
& =\sum_{i=1}^{k} 2(k+1-i) T_{2 i-1}+(k+1-i) T_{2 i}+\sum_{i=1}^{k}(k+1-i) T_{2 i-2} \\
& =\sum_{i=1}^{k}(k+1-i)\left(T_{2 i}+2 T_{2 i-1}+T_{2 i-2}\right)
\end{aligned}
$$

We claim $T_{2 \ell}+2 T_{2 \ell-1}+T_{2 \ell-2} \geqslant 0$ for each $\ell=1,2, \ldots, k$. For that we may assume that $k=\ell$, as reducing $k$ by 1 only multiplies a factor of $1 /(p z)^{2}$ to each $T_{i}$ and hence, we may shorten the path $P_{2 k}$ as long as it contains $P_{i, j}$. Let $L:=\{\{j, j+1\}: j=1,2, \ldots, i\}$ and $R:=E\left(P_{2 \ell}\right) \backslash L$ for brevity, that is, $L$ and $R$ are the left and the right half of the $2 \ell$-edge path, respectively. Let

$$
\begin{aligned}
\mathcal{F}_{0} & :=\left\{J \in \mathcal{C}_{1,2 \ell}:|J \cap L| \text { and }|J \cap R| \text { are even }\right\}, \\
\mathcal{G}_{0} & :=\left\{J \in \mathcal{C}_{1,2 \ell-1}:|J \cap L| \text { and }|J \cap R| \text { are even }\right\}, \\
\text { and } \quad \mathcal{H}_{0} & :=\left\{J \in \mathcal{C}_{2,2 \ell-1}:|J \cap L| \text { and }|J \cap R| \text { are even }\right\} .
\end{aligned}
$$

Set $\mathcal{F}_{0}^{L}:=\left\{J \cap L: J \in \mathcal{F}_{0}\right\}$ and $\mathcal{F}_{0}^{R}:=\left\{J \cap R: J \in \mathcal{F}_{0}\right\}$. Then $J \in \mathcal{F}_{0}$ if and only if there exists $J_{1} \in \mathcal{F}_{0}^{L}$ and $J_{2} \in \mathcal{F}_{0}^{R}$ such that $J_{1} \cup J_{2}=J$. Let $h:=z \gamma$ and note

$$
\sum_{J \in \mathcal{F}_{0}}\langle f, h\rangle_{P_{2 \ell}}^{J}=\left(\sum_{J_{1} \in \mathcal{F}_{0}^{L}}\langle f, h\rangle_{L}^{J_{1}}\right)\left(\sum_{J_{2} \in \mathcal{F}_{0}^{R}}\langle f, h\rangle_{R}^{J_{2}}\right) .
$$

For similarly defined $\mathcal{G}_{0}^{L}, \mathcal{G}_{0}^{R}, \mathcal{H}_{0}^{L}$, and $\mathcal{H}_{0}^{R}$ we have the analogous identities. Therefore,

$$
\begin{aligned}
\mathbb{E}\left[\sum_{J \in \mathcal{G}_{0}}\langle f, h\rangle_{P_{2 \ell}}^{J}\right] & =\mathbb{E}\left[\left(\sum_{J_{1} \in \mathcal{G}_{0}^{L}}\langle f, h\rangle_{L}^{J_{1}}\right)\left(\sum_{J_{2} \in \mathcal{G}_{0}^{R}}\langle f, h\rangle_{R}^{J_{2}}\right)\right] \\
& =\mathbb{E}_{x}\left[\mathbb{E}\left[\left(\sum_{J_{1} \in \mathcal{G}_{0}^{L}}\langle f, h\rangle_{L}^{J_{1}}\right)\left(\sum_{J_{2} \in \mathcal{G}_{0}^{R}}\langle f, h\rangle_{R}^{J_{2}}\right) \mid x_{\ell+1}=x\right]\right] \\
& =\mathbb{E}_{x}\left[\mathbb{E}\left[\sum_{J_{1} \in \mathcal{G}_{0}^{L}}\langle f, h\rangle_{L}^{J_{1}} \mid x_{\ell+1}=x\right] \mathbb{E}\left[\sum_{J_{2} \in \mathcal{G}_{0}^{R}}\langle f, h\rangle_{R}^{J_{2}} \mid x_{\ell+1}=x\right]\right],
\end{aligned}
$$

where the last equality follows from the conditional independence of variables $\langle f, h\rangle_{L}^{J_{1}}$ and $\langle f, h\rangle_{R}^{J_{2}}$ given $x_{\ell+1}=x$. The key observation is that

$$
\mathcal{F}_{0}^{L}=\mathcal{G}_{0}^{L} \quad \text { and } \quad \mathcal{G}_{0}^{R}=\mathcal{H}_{0}^{R}
$$

Let $\phi(x):=\mathbb{E}\left[\sum_{J_{1} \in \mathcal{F}_{0}^{L}}\langle f, h\rangle_{L}^{J_{1}} \mid x_{\ell+1}=x\right]$ and $\psi(x):=\mathbb{E}\left[\sum_{J_{2} \in \mathcal{H}_{0}^{R}}\langle f, h\rangle_{R}^{J_{2}} \mid x_{\ell+1}=x\right]$ for brevity. Then by the AM-GM inequality,

$$
\begin{equation*}
\left|\mathbb{E}\left[\sum_{J \in \mathcal{G}_{0}}\langle f, h\rangle_{P_{2 \ell}}^{J}\right]\right| \leqslant \mathbb{E}_{x}[|\phi(x) \psi(x)|] \leqslant \frac{1}{2}\left(\mathbb{E}_{x}\left[\phi(x)^{2}\right]+\mathbb{E}_{x}\left[\psi(x)^{2}\right]\right) . \tag{3.4}
\end{equation*}
$$

By the symmetry that maps the vertex $i$ to $2 \ell+2-i$, we obtain

$$
\phi(x)=\mathbb{E}\left[\sum_{J_{2} \in \mathcal{F}_{0}^{R}}\langle f, h\rangle_{R}^{J_{2}} \mid x_{\ell+1}=x\right] \quad \text { and } \quad \psi(x)=\mathbb{E}\left[\sum_{J_{1} \in \mathcal{H}_{0}^{L}}\langle f, h\rangle_{L}^{J_{1}} \mid x_{\ell+1}=x\right],
$$

which implies $\mathbb{E}\left[\sum_{J \in \mathcal{F}_{0}}\langle f, h\rangle_{P_{2 \ell}}^{J}\right]=\mathbb{E}\left[\phi(x)^{2}\right]$ and $\mathbb{E}\left[\sum_{J \in \mathcal{H}_{0}}\langle f, h\rangle_{P_{2 \ell}}^{J}\right]=\mathbb{E}\left[\psi(x)^{2}\right]$, and thus,

$$
2 \cdot\left|\mathbb{E}\left[\sum_{J \in \mathcal{G}_{0}}\langle f, h\rangle_{P_{2 \ell}}^{J}\right]\right| \stackrel{(3.4)}{\lessgtr} \mathbb{E}\left[\sum_{J \in \mathcal{F}_{0}}\langle f, h\rangle_{P_{2 \ell}}^{J}\right]+\mathbb{E}\left[\sum_{J \in \mathcal{H}_{0}}\langle f, h\rangle_{P_{2 \ell}}^{J}\right] .
$$

We may do the same with $\mathcal{F}_{1}, \mathcal{G}_{1}$, and $\mathcal{H}_{1}$ defined by the odd intersections with two halves $L$ and $R$ to obtain

$$
2 \cdot\left|\mathbb{E}\left[\sum_{J \in \mathcal{G}_{1}}\langle f, h\rangle_{P_{2 \ell}}^{J}\right]\right| \leqslant \mathbb{E}\left[\sum_{J \in \mathcal{F}_{1}}\langle f, h\rangle_{P_{2 \ell}}^{J}\right]+\mathbb{E}\left[\sum_{J \in \mathcal{H}_{1}}\langle f, h\rangle_{P_{2 \ell}}^{J}\right] .
$$

Since $\mathcal{F}_{0} \cup \mathcal{F}_{1}, \mathcal{G}_{0} \cup \mathcal{G}_{1}$, and $\mathcal{H}_{0} \cup \mathcal{H}_{1}$ are partitions of $\mathcal{C}_{1,2 \ell}, \mathcal{C}_{1,2 \ell-1}$, and $\mathcal{C}_{2,2 \ell-1}$, respectively, we conclude that $T_{2 \ell}+2 T_{2 \ell+1}+T_{2 \ell-2}$ is nonnegative, as claimed.

Finally, we are ready to prove Lemma 3.2.
Proof of Lemma 3.2. By Lemma 3.3 and 3.4,

$$
\begin{aligned}
Q_{C_{2 k+1}}(1 ; f) & \geqslant(2 k+1)\left(\int_{0}^{1} p \cdot Q_{P_{2 k}}(z ; f) d z-p^{2 k+1}\left(\frac{\lambda}{\mu^{2 k+1} d}+\frac{\lambda^{2 k-1} n}{\mu^{2 k+1} d^{2 k}}\right)\right) \\
& \geqslant-(2 k+1) p^{2 k+1}\left(2^{5 k} \delta+\frac{\lambda}{\mu^{2 k+1} d}+\frac{\lambda^{2 k-1} n}{\mu^{2 k+1} d^{2 k}}\right)
\end{aligned}
$$

Thus, (3.1) with $H=C_{2 k+1}$ and (3.2) give

$$
\begin{aligned}
t_{C_{2 k+1}}(g)+t_{C_{2 k+1}}(\gamma-g) & \geqslant \frac{1}{2^{2 k}}\left(p^{2 k+1}\left(1-\frac{\lambda}{\mu^{2 k+1} d}-\frac{\lambda^{2 k-1} n}{\mu^{2 k+1} d^{2 k}}-2 k \delta\right)+Q_{C_{2 k+1}}(1 ; f)\right) \\
& \geqslant \frac{1}{2^{2 k}} p^{2 k+1}\left(1-2^{7 k}\left(\frac{\lambda}{\mu^{2 k+1} d}+\frac{\lambda^{2 k-1} n}{\mu^{2 k+1} d^{2 k}}+\delta\right)\right)
\end{aligned}
$$

as desired.

## §4. The relative Erdős-Stone theorem for odd cycles

To deduce Erdős-Stone theorem from commonality, it is crucial to 'regularise' the degree of the given subgraph $G$ of $\Gamma$ by restricting it to a vertex subset $X \subseteq V(\Gamma)$. To this end, we employ an analogous argument to the proofs from [1, Lemmas 4 and 6].

Lemma 4.1. For each $\varrho, \alpha>0$ and $0<\varepsilon<\alpha$, there exist $\eta>0$ such that the following holds: let $\Gamma$ be an ( $n, d, \lambda$ )-graph, with $\lambda \leqslant \eta p^{1+\varrho} n$ and let $G \subset \Gamma$ be a subgraph satisying $e(G) \geqslant \alpha e(\Gamma)$. Then, there exists a set $X \subseteq V(G)$ such that
(i) $|X| \geqslant \sqrt{\varepsilon} n / 8$,
(ii) $\operatorname{deg}_{G[X]}(x) \geqslant(\alpha-\varepsilon) p|X|$, and
(iii) $\operatorname{deg}_{\Gamma[X]}(x)=(1 \pm \varepsilon) p|X|$.

We deduce Theorem 1.2 from Theorem 3.1 and Lemma 4.1. Here we use subscripts such as $\tau_{a . b}$ to indicate that $\tau$ is the parameter coming from Theorem a.b or Lemma a.b.

Proof of Theorem 1.2. Suppose for a contradiction that $G$ contains no copy of $C_{2 k+1}$. Set

$$
\varrho_{4.1}=\frac{1}{2 k-1}, \quad \alpha_{4.1}=\frac{1}{2}+\delta, \quad \varepsilon_{4.1}=\delta_{3.1}=\frac{\delta^{2 k}}{2^{11 k}}, \quad \text { and } \quad \mu_{3.1}=\frac{\sqrt{\varepsilon_{4.1}}}{8}
$$

and let

$$
\eta=\min \left\{\eta_{3.1}, \eta_{4.1}, 2^{-30 k^{2}} \delta^{20 k^{3}}\right\}
$$

Let $X \subset V(\Gamma)$ be the $\varepsilon_{4.1}$-regular subset guaranteed by Lemma 4.1. Let $\bar{G}:=\Gamma \backslash G$ for brevity. Theorem 3.1 combined with the $C_{2 k+1}$-freeness of $G$ yields

$$
\begin{equation*}
N_{C_{2 k+1}}(\bar{G}[X])=N_{C_{2 k+1}}(G[X])+N_{C_{2 k+1}}(\bar{G}[X]) \geqslant \frac{1}{2^{2 k}} p^{2 k+1}\left(1-\frac{\delta^{2 k}}{2^{k}}\right)|X|^{2 k+1} . \tag{4.1}
\end{equation*}
$$

The Expander Mixing Lemma implies

$$
\left|h_{C_{2 k+1}}(\bar{G}[X])-p \cdot\left(h_{P_{2 k}}(\bar{G}[X])\right)^{2}\right| \leqslant \lambda \cdot h_{C_{2 k}}(\Gamma) .
$$

Since $\operatorname{deg}_{\bar{G}[X]}(x) \leqslant \frac{1}{2}(1-\delta) p|X|$ for each $x \in X$, we have the bound

$$
h_{P_{2 k}}(\bar{G}[X]) \leqslant \frac{1}{2^{2 k}} p^{2 k}\left(1-\delta^{2 k}\right)|X|^{2 k+1}
$$

and thus, again using Lemma 2.2,

$$
\begin{aligned}
N_{C_{2 k+1}}(\bar{G}[X]) & \leqslant \frac{1}{2^{2 k}} p^{2 k+1}\left(1-\delta^{2 k}\right)|X|^{2 k+1}+\lambda d^{2 k}+\lambda^{2 k-1} d n \\
& \leqslant \frac{1}{2^{2 k}} p^{2 k+1}|X|^{2 k+1}\left(1-\delta^{2 k}+\frac{2^{12 k} \eta^{1 /(2 k-1)}}{\delta^{8 k^{2}}}\right)
\end{aligned}
$$

By the choice of $\eta<2^{-30 k^{2}} \delta^{20 k^{3}}$, this contradicts to the lower bound (4.1).
The proof of Lemma 4.1 is based on following lemma that appeared in [1, Lemma 6], where it was stated more generally for bijumbled graphs.

Lemma 4.2 ([1, p. 8 (19)]). For all $\varrho, \alpha>0$ and $0<\varepsilon_{1}<\alpha$ there exists an $\eta>0$ such that the following holds: let $\Gamma$ be an ( $n, d, \lambda$ )-graph, with $\lambda \leqslant \eta p^{1+\varrho} n$ and let $G \subset \Gamma$ be $a$ subgraph satisying $e(G) \geqslant \alpha e(\Gamma)$. Then, there exists a set $Y \subset V(G)$ such that
(i) $|Y| \geqslant \sqrt{\frac{\varepsilon_{1}}{2}} n$ and
(ii) $\operatorname{deg}_{G[Y]}(x) \geqslant\left(\alpha-\varepsilon_{1}\right) p|Y|$ for all $x \in Y$.

Proof of Lemma 4.1. Given $\varrho>0$ and $0<\varepsilon<\alpha$, let $\varepsilon_{1}=\varepsilon / 4$ and let $\eta_{0}$ be the $\eta$ obtained by Lemma 4.2 applied with $\varrho, \alpha$, and $\varepsilon_{1}$. Suppose $\eta \leqslant \eta_{0}$. We shall make $\eta$ smaller if necessary in what follows. By Lemma 4.2 , there exists a set $Y \subseteq V(G)$ such that $|Y| \geqslant \sqrt{\frac{\varepsilon_{1}}{2}} n$ and $\operatorname{deg}_{G[Y]}(x) \geqslant\left(\alpha-\varepsilon_{1}\right) p|Y|$ for all $x \in Y$.

We will iteratively delete vertices with deviating degrees. Let $Y_{-} \subseteq Y$ be the subset of vertices with degree in $Y$ smaller than $\left(1-\varepsilon_{1}\right) p|Y|$. Indeed, $e\left(Y, Y_{-}\right)<\left(1-\varepsilon_{1}\right) p|Y|\left|Y_{-}\right|$. However, the Expander Mixing Lemma guarantees

$$
e\left(Y_{-}, Y\right) \geqslant p|Y|\left|Y_{-}\right|-\lambda \sqrt{|Y|\left|Y_{-}\right|} .
$$

Thus,

$$
\sqrt{\left|Y_{-}\right|}<\frac{\lambda \sqrt{|Y|}}{p|Y|-\left(1-\varepsilon_{1}\right) p|Y|}=\frac{\beta}{\varepsilon_{1} p \sqrt{|Y|}} \leqslant \frac{\gamma p^{\varrho} n}{\varepsilon_{1} \sqrt{|Y|}}
$$

where the last inequality follows from $\lambda \leqslant \eta p^{1+\varrho} n$. Hence, by $|Y| \geqslant \sqrt{\frac{\varepsilon_{1}}{2}} n$

$$
\left|Y_{-}\right|<\left(\frac{\eta p^{\varrho} \sqrt{|Y|}}{\varepsilon_{1} \sqrt{\frac{\varepsilon_{1}}{2}}}\right)^{2} \leqslant 2 \eta^{2} p^{2 \varrho}|Y| / \varepsilon_{1}^{3} .
$$

Let $Y_{+} \subseteq Y$ be the set of vertices with degree in $Y$ larger than $\left(1+\varepsilon_{1}\right) p|Y|$. Repeating an analogous argument for $Y_{+}$gives

$$
\left(1+\varepsilon_{1}\right) p|Y|\left|Y_{+}\right|<e\left(Y_{+}, Y\right) \leqslant p|Y|\left|Y_{+}\right|+\lambda \sqrt{|Y|\left|Y_{+}\right|}
$$

and thus, we have the same upper bound

$$
\left|Y_{+}\right|<2 \eta^{2} p^{2 \varrho}|Y| / \varepsilon_{1}^{3}
$$

Now we are ready to start the deletion process. Let $Y_{0}:=Y_{-} \cup Y_{+}$and for $i>0$ let

$$
Y_{i+1}:=\left\{y \in Y \backslash \bigcup_{j=0}^{i} Y_{j}: e_{G[Y]}\left(y, Y_{i}\right) \geqslant \frac{1}{2^{i+2}} \varepsilon_{1} p|Y|\right\},
$$

that is, $Y_{i+1}$ is the set of vertices that has 'large' degree to the previously deleted vertices. We claim that $\left|Y_{i}\right|$ decreases rapidly, as long as $\eta$ is small enough.

Claim 4.3. For each $i \geqslant 0$, if $\eta \leqslant \varepsilon_{1}^{3} / 2^{2 i+7}$, then

$$
\begin{equation*}
\left|Y_{i}\right| \leqslant \eta^{i+1} p^{2(i+1) \varrho}|Y| \tag{4.2}
\end{equation*}
$$

Proof of Claim 4.3. The proof is by induction. As $\eta \leqslant 2 \varepsilon_{1}^{3}$,

$$
\begin{equation*}
\left|Y_{0}\right| \leqslant\left|Y_{-}\right|+\left|Y_{+}\right|<4 \eta^{2} p^{2 \varrho}|Y| / \varepsilon_{1}^{3} \leqslant \eta p^{2 \varrho}|Y| \tag{4.3}
\end{equation*}
$$

and hence, (4.2) holds for $i=0$. By definition, $e_{\Gamma}\left(Y_{i+1}, Y_{i}\right) \geqslant \frac{\varepsilon_{1}}{2^{i+2}} p\left|Y_{i}\right|\left|Y_{i+1}\right|$. By the Expander Mixing Lemma and $\lambda \leqslant \eta p^{1+\varrho} n$,

$$
\frac{\varepsilon_{1}}{2^{i+2}} p\left|Y_{i}\right|\left|Y_{i+1}\right| \leqslant p\left|Y_{i}\right|\left|Y_{i+1}\right|+\lambda \sqrt{\left|Y_{i}\right|\left|Y_{i+1}\right|} \leqslant p\left|Y_{i}\right|\left|Y_{i+1}\right|+\eta p^{1+\varrho} n \sqrt{\left|Y_{i}\right|\left|Y_{i+1}\right|} .
$$

Thus,

$$
\begin{equation*}
\left|Y_{i+1}\right| \leqslant \frac{\eta n^{2}}{\left(\frac{\varepsilon_{1}}{2^{2+2}}|Y|-\left|Y_{i}\right|\right)^{2}} \cdot \eta p^{2 \varrho}\left|Y_{i}\right| \tag{4.4}
\end{equation*}
$$

By the induction hypothesis,

$$
\frac{\varepsilon_{1}}{2^{i+2}}|Y|-\left|Y_{i}\right| \geqslant\left(\frac{\varepsilon_{1}}{2^{i+2}}-\eta^{i+1} p^{2(i+1) \varrho}\right) \sqrt{\frac{\varepsilon_{1}}{2}} n \geqslant\left(\frac{\varepsilon_{1}}{2^{i+2}}-\eta\right) \sqrt{\frac{\varepsilon_{1}}{2}} n \geqslant \frac{\varepsilon_{1}^{3 / 2}}{2^{i+7 / 2}} n
$$

Since $\eta \leqslant \varepsilon_{1}^{3} / 2^{2 i+7}$, we have $\eta n^{2} \leqslant\left(\frac{\varepsilon_{1}}{2^{i+2}}|Y|-\left|Y_{i}\right|\right)^{2}$. The induction hypothesis and (4.4) now prove the claim.

As we cannot make $\eta$ smaller than $1 / 2^{2 i+7}$ for arbitrary $i>0$, it is crucial to guarantee that the deletion process ends within a finite number of iterations. This is indeed true, and it allows us to take a judicious choice for $\eta$.

Let $K:=\frac{1}{2 \varrho}-2$. Then the iteration terminates if $i \geqslant K$ and $\eta \leqslant \varepsilon_{1} / 2$, since

$$
\left|Y_{i+1}\right| \leqslant \eta^{i+2} p^{(2 i+4) \varrho}|Y| \leqslant \frac{1}{2^{i+2}} \varepsilon_{1} p|Y|,
$$

where the first inequality is by Claim 4.3 . Thus, we may take $\eta \leqslant \varepsilon_{1}^{3} / 2^{3+1 / \rho}$ so that Claim 4.3 holds until the iteration terminates.

It remains to check that $X:=Y \backslash \bigcup_{i=1}^{i^{*}} Y_{i}$ satisfies the three conditions of Lemma 4.1. Firstly,

$$
|X|=|Y|-\sum_{i=0}^{K}\left|Y_{i}\right| \geqslant\left(1-\sum_{i=0}^{K} \eta^{i+1} p^{2(i+1) \varrho}\right)|Y| \geqslant(1-K \eta)|Y|,
$$

so taking $\eta \leqslant 1 / 2 K$ proves $(i)$, as $|Y| \geqslant \sqrt{\frac{\varepsilon_{1}}{2}} n$. Secondly, for $x \in X$,

$$
\operatorname{deg}_{\Gamma[X]}(x)<\left(1+\varepsilon_{1}\right) p|Y| \leqslant \frac{1+\varepsilon_{1}}{1-K \eta} p|X|,
$$

and hence, letting $\eta \leqslant \frac{\varepsilon_{1}}{K\left(1+2 \varepsilon_{1}\right)}$ proves the maximum degree condition in (iii).
For the proof of the minimum degree conditions in (ii) and (iii), we estimate the number of deleted edges that are incident to each $x \in X$ and obtain

$$
\sum_{i=0}^{K} e_{\Gamma[Y]}\left(x, Y_{i}\right) \leqslant\left|Y_{K}\right|+\frac{\varepsilon_{1}}{2} p|Y| \sum_{i=0}^{\infty} \frac{1}{2^{i+1}} \leqslant \frac{1}{4} \varepsilon p|Y| \leqslant \frac{1}{2} \varepsilon p|X|
$$

Therefore, as $x \notin Y_{-}$by definition,

$$
\operatorname{deg}_{\Gamma[X]}(x) \geqslant \operatorname{deg}_{\Gamma[Y]}(x)-\sum_{i=0}^{K} e_{G[Y]}\left(x, Y_{i}\right) \geqslant(1-\varepsilon) p|X| .
$$

Similarly,

$$
\operatorname{deg}_{G[X]}(x)=\operatorname{deg}_{G[Y]}(x)-\sum_{i=0}^{K} e_{\Gamma[Y]}\left(x, Y_{i}\right) \geqslant(\alpha-\varepsilon) p|X|,
$$

which concludes the proof of the lemma.

## References

[1] E. Aigner-Horev, H. Hàn, and M. Schacht, Extremal results for odd cycles in sparse pseudorandom graphs, Combinatorica 34 (2014), no. 4, 379-406, DOI 10.1007/s00493-014-2912-y. MR3259810 $\uparrow 1$, 4, 4, 4.2
[2] P. Allen, J Böttcher, J. Skokan, and M. Stein, Regularity inheritance in pseudorandom graphs, available at arXiv:1606.01168. Submitted. $\uparrow 1$
[3] N. Alon and V. D. Milman, $\lambda_{1}$, isoperimetric inequalities for graphs, and superconcentrators, J. Combin. Theory Ser. B 38 (1985), no. 1, 73-88, DOI 10.1016/0095-8956(85)90092-9. MR782626 个2
[4] N. Alon, Explicit Ramsey graphs and orthonormal labelings, Electron. J. Combin. 1 (1994), Research Paper 12, approx. 8. MR1302331 $\uparrow 1$
[5] N. Alon and N. Kahale, Approximating the independence number via the $\theta$-function, Math. Programming 80 (1998), no. 3, Ser. A, 253-264, DOI 10.1007/BF01581168. MR1603356 $\uparrow 1$
[6] S. A. Burr and V. Rosta, On the Ramsey multiplicities of graphs-problems and recent results, J. Graph Theory 4 (1980), no. 4, 347-361, DOI 10.1002/jgt.3190040403. MR595601 $\uparrow 1$
[7] D. Conlon, J. Fox, and Y. Zhao, Extremal results in sparse pseudorandom graphs, Adv. Math. 256 (2014), 206-290, DOI 10.1016/j.aim.2013.12.004. MR3177293 $\uparrow 1$
[8] P. Erdős, On the number of complete subgraphs contained in certain graphs, Magyar Tud. Akad. Mat. Kutató Int. Közl. 7 (1962), 459-464 (English, with Russian summary). MR0151956 $\uparrow 1$
[9] H. Hatami, J. Hladký, D. Král, S. Norine, and A. Razborov, Non-three-colourable common graphs exist, Combin. Probab. Comput. 21 (2012), no. 5, 734-742, DOI 10.1017/S0963548312000107. MR2959863 $\uparrow 1$
[10] C. Jagger, P. Štovíček, and A. Thomason, Multiplicities of subgraphs, Combinatorica 16 (1996), no. 1, 123-141, DOI 10.1007/BF01300130. MR1394515 $\uparrow 1$
[11] M. Krivelevich, C. Lee, and B. Sudakov, Resilient pancyclicity of random and pseudorandom graphs, SIAM J. Discrete Math. 24 (2010), no. 1, 1-16, DOI 10.1137/090761148. MR2600649 $\uparrow 1$
[12] M. Krivelevich and B. Sudakov, Pseudo-random graphs, More sets, graphs and numbers, Bolyai Soc. Math. Stud., vol. 15, Springer, Berlin, 2006, pp. 199-262, DOI 10.1007/978-3-540-32439-3_10. MR2223394 $\uparrow 1$
[13] A. F. Sidorenko, Cycles in graphs and functional inequalities, Mat. Zametki 46 (1989), no. 5, 72-79, 104, DOI 10.1007/BF01139620 (Russian); English transl., Math. Notes 46 (1989), no. 5-6, 877-882 (1990). MR1033422 个1, 3
[14] _ , Randomness friendly graphs, Random Structures Algorithms 8 (1996), no. 3, 229-241, DOI 10.1002/(SICI)1098-2418(199605)8:3<229::AID-RSA6>3.3.CO;2-F. MR1605401 $\uparrow 1$
[15] B. Sudakov, T. Szabó, and V. H. Vu, A generalization of Turán's theorem, J. Graph Theory 49 (2005), no. $3,187-195$, DOI 10.1002/jgt.20074. MR2145507 $\uparrow 1,1$
[16] R. M. Tanner, Explicit concentrators from generalized $N$-gons, SIAM J. Algebraic Discrete Methods 5 (1984), no. 3, 287-293, DOI 10.1137/0605030. MR752035 $\uparrow 2$
[17] A. Thomason, A disproof of a conjecture of Erdős in Ramsey theory, J. London Math. Soc. (2) 39 (1989), no. 2, 246-255, DOI 10.1112/jlms/s2-39.2.246. MR991659 $\uparrow 1,1$

Fachbereich Mathematik, Universität Hamburg, Hamburg, Germany
Email address: \{soeren.berger, joonkyung.lee, mathias.schacht\}@uni-hamburg.de
Department of Mathematics, Yale University, New Haven, USA
Email address: mathias.schacht@yale.edu


[^0]:    2010 Mathematics Subject Classification. Primary 05C35; Secondary 05C38, 05C80.
    Research of the first two authors was supported by ERC Consolidator Grant PEPCo 724903.

