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Abstract

A Hamilton circle in an infinite graph is a homeomorphic copy of
the unit circle S1 that contains all vertices and all ends precisely once.
We prove that every connected, locally connected, locally finite, claw-
free graph has such a Hamilton circle, extending a result of Oberly and
Sumner to infinite graphs. Furthermore, we show that such graphs are
Hamilton-connected if and only if they are 3-connected, extending a result
of Asratian. Hamilton-connected means that between any two vertices
there is a Hamilton arc, a homeomorphic copy of the unit interval [0, 1]
that contains all vertices and all ends precisely once.

1 Introduction

The proofs of many classical su�cient conditions for the existence of a Hamilton
cycle can be outlined as follows. Start with an arbitrary cycle, extend the cycle
by some additional vertices and iterate this extension procedure until the cycle
covers all vertices. It is often the case that the extension happens locally, that
is, most of the original cycle—in fact everything outside a bounded distance
from some newly added vertex—remains unchanged.

While such a strategy will obviously give a Hamilton cycle for finite graphs,
the situation is more complicated with infinite graphs, particularly because it is
not entirely clear what an infinite analogue of a Hamilton cycle should be.

Considering spanning rays or spanning double rays as infinite analogues of
Hamiltonian cycles has yielded some results (e. g., see Thomassen [23]) but it
has the obvious drawback that a graph with more than two ends can never be
Hamiltonian. However, there is a di↵erent approach suggested by Diestel and
Kühn [11, 12]. They define a circle in an infinite graph G to be a homeomorphic
image of the unit circle in the end compactification of G. This approach has
not only been successful in generalizing Hamiltonicity results to locally finite
graphs, it has also yielded generalizations of many theorems about the cycle
space (see [9] for an overview).

Unfortunately, the extension strategies mentioned above do not immediately
give a Hamiltonian circle in this sense. There will be a limit object if the
extension procedure only alters the cycle locally, but it is not guaranteed that
this limit object will be a circle. In particular, ensuring injectivity at the ends
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of G can be challenging. So far, there are some results on Hamilton circles in
infinite graphs, see [3, 5, 7, 15, 18]

In this paper we present a strategy that ensures that the limit will be a
Hamilton circle. We call it a k-local skip-and-glue strategy and it roughly states
that every finite 2-regular subgraph can be extended to a larger 2-regular graph
with an extension of bounded size, or to a 2-regular graph with fewer compo-
nents. In Section 3 we define this k-local skip-and-glue strategy and prove that
a locally finite graph with such a strategy contains a Hamilton circle.

We then proceed to prove that locally finite claw-free graphs always admit
such a strategy. So we shall show that the following two theorems can be
extended to locally finite graphs and a�rmatively answers questions of Stein [22,
Question 5.1.3] and Bruhn, see Stein [22, Question 5.1.4].

Theorem 1.1. [21, Theorem 1] Every finite connected locally connected claw
free graph on at least three vertices is Hamiltonian.

Theorem 1.2. [1, Theorem 3.4] Every finite connected locally connected claw-
free graph is Hamilton-connected if and only if it is 3-connected.

We also give some corollaries of the two theorems whose infinite but locally
finite counterparts are corollaries to the infinite versions of those theorems.
Similar questions on Hamilton circles in infinite graphs are currently investigated
by Heuer [17].

2 The topological space |G|
Let G = (V,E) be a locally finite graph. A ray is a one-way infinite path. Two
rays are equivalent if they lie eventually int he same component of G � S for
every finite vertex set S ✓ V . This is an equivalence relation whose equivalence
classes are the ends of G. For S ✓ V and an end !, let C(S,!) be the component
of G�S that contains some ray, and hence a tail of every ray, in ! and let ⌦(S,!)
be the set of ends with at least one ray in C(S,!).

The space |G| is a topological space on G with its ends such that it coincides
on G with its 1-complex and such that the sets

C(S,!) [ ⌦(S,!) [E0(S,!)

for all finite S ✓ V and ends ! form a basis for the open neighbourhoods around
each end !, where E0(S,!) is any union of half edges (z, y], one for every edge
xy with x 2 S and y 2 C(S,!), with z an inner point of xy. It can be proved
(see [10]) that |G| is the Freudenthal compactification [14] of the 1-complex G.

A standard subspace of |G| is a subspace of the form U [ F̊ , where (U,F ) is a
subgraph of G. We will need the following two lemmas on standard subspaces:

Lemma 2.1. A standard subspace of |G| is topologically connected if and only
if one of the following statements holds.

(i) It contains an edge from every finite cut of G which meets both sides [8,
Lemma 8.5.5].

(ii) It is arc-connected [13, Theorem 2.6].
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A circle in |G| is a homeomorphic image of S1 and an arc in |G| is a homeo-
morphic image of [0, 1]. A circle that contains every vertex and every end of G is
a Hamilton circle and an arc whose endpoints are vertices and that contain ev-
ery vertex and every end of G is a Hamilton arc. We call G Hamilton-connected
if there is a Hamilton arc between each two vertices of G.

The degree of an end ! in a standard subspace X ✓ |G| is the supremum
of the cardinalities of sets of vertex disjoint arcs ending in !. This notion of
degree for the whole space |G| coincides with the notion of vertex-degree of G.

Combining [11, Theorem 7.1] and [2, Theorem 5], we obtain the following
theorem (see [9, Theorem 2.5]):

Theorem 2.2. Let G be a locally finite graph and F ✓ E(G). Then the follow-
ing statements are equivalent:

(i) Every vertex and every end has even degree in F .

(ii) Every finite cuts meets F in an even number of edges.

The following charachterization of subspaces that are circles comes in ex-
tremly handy.

Lemma 2.3. [4, Proposition 3] A standard subspace X of |G| is a circle if and
only if it is topologically connected and every vertex and end of G in X has
degree 2.

3 Skip-and-glue extensions

Let H be a subgraph of a graph G. A vertex v 2 G has depth d(v,G�H) in H,
that is the distance from v to anything outside of H.

Let F be a 2-regular finite sugraph of G. Let P be a path whose end vertices
v and w are adjacent in F but that is otherwise disjoint from F . Then the 2-
regular subgraph (F [P )�vw is the glue extension of F by P over the edge vw.
A path R ✓ F is skippable if its two end vertices x and y are adjacent in G but
not in F . The edge xy is a bypass of R. A 2-regular graph F 0 obtained from F
by successively replacing skippable paths by their bypasses is called a reduction.

A glue extension of a reduction F 0 of F by P that covers F is a skip-and-glue
extension of F by P . Its depth is the maximum depth of any vertex of F \ P
in its component of F . It is a proper skip-and-glue extension via u if there is a
vertex u in P r F . A skip-and-glue extension of F via u is k-local if its length,
the length of P , is at most k and u is adjacent to F .

For a finite 2-regular subgraph F ✓ G with at least two components, a glue
fusion of F is a 2-regular subgraph F 0 such that F 0 coincides with F � e� f on
V (D) e, f are edges from distinct components of F and such that the edges in
F 0 r F form two disjoint paths connecting the two end vertices of e with those
of f . In particular, the glue fusion F 0 has less components than F : precisely two
components of F are fused to one of F 0. We call D a skip-and-glue fusion of F
if it is a glue fusion of a reduction F 0 of F that covers F . This skip-and-glue
fusion is k-local if the length of each of the two non-trivial paths in D rF 0 is at
most k. A k-local skip-and-glue fusion is centred around a vertex u 2 V (F ) if
each vertex of the two non-trivial paths in F 0 r F has distance at most k to u
and if u lies in one of the two fused components.
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A k-local skip-and-glue strategy (with respect to S) is a function which assigns
to every pair (F, u) of a finite 2-regular subgraph F ✓ G (covering S) all whose
components contain at least k vertices and a vertex u 2 N(F ) a k-local skip-
and-glue extension of F via u and which assigns to every pair (F, u) of a finite
2-regular disconnected subgraph F ✓ G (covering S) all whose components
contain at least k vertices and vertex u 2 V (F ) that has a neighbour in a
di↵erent component of F a k-local skip-and-glue fusion of F centred around u.

Note that the image of a pair (F, u) of a k-local skip-and-glue strategy is not
necessarily a graph all whose components contain at least k vertices.

Lemma 3.1. Let G be a locally finite connected graph containing a cycle. If
there is a k-local skip-and-glue strategy for G, then G is 2-connected.

Proof. Let C be a cycle in G and suppose that some vertex v separates G. Let P
be a path with one end vertex in C and one end vertex in a component of G�v
not containing C. Let C0 be a cycle containing C and a maximal number of
vertices from P . As there is a k-local skip-and-glue strategy for G, all vertices
of P are contained in C0. This contradicts that v is a separating vertex as it
does not separate C0 but P meets two components of G� v.

Lemma 3.2. Let G be a locally finite 2-connected graph. Then every neigh-
bourhood of every end contains a cycle of length at least n for all n 2 N.

Proof. For an end ! of G and a neighbourhood U of ! and some n 2 N, let
R1, R2 be two vertex disjoint rays in ! that lie in U , which exist as G is 2-
connected [16]. Let P1, P2, . . . be an infinite sequence of vertex disjoint finite
R1–R2 paths. Such a sequence exists, as in every neighbourhood of ! there is one
such path, and for any collection of finitely many paths there is a neighbourhood
of ! avoiding those. Let Pi and Pj be two of these path whose end vertices on
R1 have distance at least n. The unique cycle in R1 [ Pj [ R2 [ Pi has length
at least n.

We will see later that a locally finite graph which satisfies the conditions of
Theorem 1.1 always admits a 4-local skip-and-glue strategy, hence the following
lemma can be used to extend the theorem to locally finite graphs.

Theorem 3.3. Let k 2 N and let G = (V,E) be a locally finite connected graph.

(I) If G has a k-local skip-and-glue strategy and contains a cycle of length at
least k, then G is hamiltonian.

(II) If G contains a v–w path P whose end vertices have depth at least k+1 in
P and G + vw has a k-local skip-and-glue strategy with respect to V (P ),
then G contains a v–w arc that is hamiltonian.

Proof. To prove (I) we will define a sequence of finite cycles (Ci)i2N such that

(i) V (Ci+1) contains V (Ci),

(ii) Every edge with depth at least 2k in Ci is contained in Ci+1 if and only if
it is contained in Ci.

(iii) every vertex is contained in some Ci,
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(iv) for every end ! of G and every finite set V 0 ✓ V there is a finite cut F
separating ! from V 0 and an index i0 such that |E(Ci0) \ F | = 2 and
E(Ci0) \ F = E(Ci) \ F for every i > i0.

Let C be the limit of the sequence Ci, that is, C is the set of all those edges
that are contained in the Ci eventually. Let us first show that C is a Hamilton
circle as soon as (i) to (iv) are satisfied.

Together, (i) and (iii) imply
S

V (Ci) = V (G). By (iii) and as G is locally
finite there is for every vertex v an index j such that Cj contains all vertices
with distance k + 1 or less from v. By (ii) every vertex has degree 2 in C and
V (C) = V (G). Let F be a finite cut with bipartition (A,B). Then there is some
j 2 N such that all vertices of F lie in Cj . As Cj+1 is connected and meets
both A and B, it must contain an even number of edges from F . These edges
are contained in C by (ii). As C meets every finite cut in an even number of
edges, every vertex and every end of C has even degree by Theorem 2.2 and C is
topologically connected by Lemma 2.1 (i). Additionally, Lemma 2.1 (ii) implies
that the standard subspace C is arc-connected and hence its degree is at least 2.
We already saw that every vertex has degree 2. Since every vertex lies in C,
so does every end. By (iv) we find for every end ! a sequence of cuts (Fi)i2N
such that the components of G�Fi that contain ! converge to ! and such that
each of these cuts contains precisely two edges of C. Thus, the degree of ! is
at most 2 and hence precisely 2. This implies that the standard subspace C is
a circle by Lemma 2.3. It is a Hamilton circle, as it contains every vertex and
every end.

We define the Ci recursively. Besides this sequence, we shall define a second
sequence (⇤i)i2N of labellings ⇤i : V ! N. For i, q 2 N let

Xi
q := {v 2 V | ⇤i(v) = q}.

Then the sequences will satisfy the following properties for every 1  q:

(⇤1) Xi
0 is finite.

(⇤2) Ci[Xi
q] is a subpath of Ci.

(⇤3) Any non-empty cut E(Xi
q, V r Xi

q) intersects with Ci precisely twice.

(⇤4) Every vertex in Xi
q not in Ci has distance more than 2k from V r Xi

q.

(⇤5) Every vertex of Ci of depth 2k or more in Ci lies in Xi
0.

Let C0 be any finite cycle of length at least k, which exists by assumption. For
j 2 N assume that all Ci and ⇤i with i  j have been defined and that they
satisfy (i), (ii), and (⇤2) to (⇤5). Let B(i) ✓ G for i 2 N be the restriction of G
to the vertices with distance at most i from Cj . Let D = {D1, . . . ,Dn} be the
set of infinite components of GrB(2k). Let Df be the set of finite components
of GrB(2k). Due to Lemma 3.1, we know that G is 2-connected. So according
to Lemma 3.2, we find a cycle within every component D` 2 D of length at
least k that has distance at least 2k to the boundary of D`, adding successively
all vertices with distance at most k to this initial cycle via k-local skip-and-
glue extensions we have a cycle C` in D` with at least k vertices of depth at
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least k in C`. Let C = {C1, . . . , Cn}. Let x1, . . . , xm be an enumeration of some
vertices of

S
D with⇣

B ((n + 5) k) \
[

D
⌘
[

[
C ✓ G[x1, . . . , xm]

such that for every i  m each component of G[x1, . . . , xi] has a vertex in
some C`. By our k-local skip-and-glue strategy, there is a sequence

Cj [
[

C = F0, . . . , Fm = F

of finite 2-regular graphs such that Fi+1 = Fi if xi+1 2 V (Fi), and such that Fi+1

is obtained from Fi by a k-local skip-and-glue extension via xi+1 if xi+1 /2 V (Fi).
Note that all these extensions have length at most k and thus Cj ✓ F . Clearly,
F has at most n + 1 components as F0 has precisely n + 1. Furthermore, the
choice of the vertices xi gives us that the vertices of F in Di induce a connected
graph in G for each i  n.

We proceed with a finite sequence F = F 0, . . . , F p = F 0 of k-local skip-and-
glue fusions: If some vertex u of F i \

S
D ✓ G � B(2k) has a neighbour in

a di↵erent component of F i, let F i+1 be a k-local skip-and-glue fusion of F i

centred around u. Since the number of components of F is at most n + 1 and
reduces by at least 1 with each skip-and-glue fusion we have p  n + 1. Then
we have the following properties:

(1) Every Di 2 D contains vertices from exactly one component of F 0 and all
vertices within B((n + 5)k) \Di lie in this component.

(2) Cj = F 0 \B(m)

(3) F 0 has at most n + 1 components.

Next, we construct a finite sequence of k-local skip-and-glue extensions via
vertices in B((n + 5)k) [

S
Df such that its first element is F 0 and its last

element E contains every vertex of B((n + 5)k)[
S
Df . As every extension has

length at most k, we have the following properties:

(4) All vertices with depth at least k in Cj lie in a common component of E.

(5) Only one component of E meets Di r B(3k) for every i  n.

(6) V (E) is connected in G.

(7) E has at most n + 1 components.

Let E = E0, . . . , E` = Cj+1 be a sequence of 2-regular subgraphs of G such
that E` is connected and Ei+1 is a k-local skip-and-glue fusion centred around
a vertex in the unique component Ui of Ei that contains all vertices with depth
at least k in Cj . Note that this is well-defined as V (Ui) is contained in the
fused cycle Ui+1. The properties (i), (ii), and (iii) are direct consequences of
the construction of Cj+1 as V (B((n + 5)k)) ✓ V (Cj+1).

To proof (iv) let us define a finite sequence ⇤0, . . . ,⇤` = ⇤j+1 of labellings
⇤i : V ! N (with the same ` as above). For i, q 2 N let

Y i
q := {v 2 V | ⇤i(v) = q}.

We shall construct these labellings such that they satisfy the following conditions
for i 2 N, q > 0, and 1  p  `. Note that `  n.

6



(⇤6) Y i
0 is finite.

(⇤7) Ei[Y i
q ] is either a component of Ei or a subpath of Ui.

(⇤8) The intersection of any non-empty cut E(Y i
q , V r Y i

q ) with Ei contains
either none or precisely two edges.

(⇤9) Every vertex in Y i
q not in Ei has distance more than (n + 2 � p)k from

V r Y i
q .

(⇤10) Every vertex of Cj of depth 2k or more in Cj lies in Y i
0 .

Let K0, . . . ,Kp be the components of E0 such that K0 contains all vertices
with depth at least k in Cj , cp. (4). Let us define a labelling ⇤0 : V ! N. For
a vertex x 2 V (Ki), let ⇤0(x) = i. For every component Di 2 D, there is a
unique label ` 2 N with ⇤0(x) = ` for all x 2 V (Di r B(3k)), cp. (5). Let ⇤0

map every y 2 V (Di r E) to `. Clearly, ⇤0 satisfies (⇤7) to (⇤10).
Assume ⇤p has been defined for 0  p < `. The cycle Up+1 is the union of

a reduction Rp of Up, a reduction R of some other component U of Ep and two
disjoint paths P,Q minus two edges ep 2 E(Rp) and e 2 E(R). If both end
vertices of ep have the ⇤p-label 0 let � be the unique label of the vertices of U .
Otherwise, let � be the largest ⇤p-label at an end vertex of ep. Let W be the
set consisting of the vertices on P,Q, and R as well as all the vertices labelled
with the label of U . Let ⇤p+1 equal ⇤p outside of W and let ⇤p+1 map every
vertex of W to �.

Clearly, properties (⇤6) and (⇤7) are kept throughout the construction.
Moreover, (⇤8) is a direct consequence of (⇤7). Since all fusions are k-local
we have (⇤9). Every vertex of depth at least k in Cj lies in all Ui and thus the
fusions are centred around vertices with depth at most k in Cj as those vertices
have neighbours outside of Ui. Since every vertex with depth 2k in Cj lies on
the reduction of Ui for all k-local fusions of Ei, we have (⇤10). Thus we have
(⇤1) to (⇤5) as E` = Cj+1 is connected, ⇤` = ⇤j+1, and `  n.

It remains to prove (iv). Let us consider any finite set S ✓ V and any end !
of G. By (i) and (iii), we find an index j such that every vertex of S has depth
more than 2k in Cj . So by (⇤5), it lies in Xj+1

0 . The end ! lies in some infinite
component K of G � B((n + 5)k). By (⇤4), all vertices of K have the same
⇤j+1-label q. As B = E(Xj+1

q , V r Xj+1
q ) is non-empty, it intersects with Cj+1

precisely twice due to (⇤3). By (⇤4), the vertices incident with B have depth
2k or more in Cj+1. So (ii) implies that B meets Ci in precisely these two edges
for every i � j + 1. This shows (iv) and completes the proof of (I).

To prove (II) we pick a sequence P + vw = F0, . . . , Fn of cycles such that
Fi+1 is a k-local skip-and-glue extension of Fi and Fn covers every vertex of
distance at most 2k + 1 from vw. Clearly, vw is an edge of Fn. Following the
proof of (I) there is a sequence Fn = C0, C1, . . . of finite cycles satisfying (i)
to (iv). Thus for their limit C its closure C is a Hamilton circle and C contains
vw by (ii). This completes the proof of (II) as C � vw is a Hamilton arc of G
with end vertices v and w.
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4 Locally connected graphs

For a subgraph F of a graph G, let us call a vertex x 2 V (F ) skippable if x has
degree 2 in F and its two neighbours y, z are adjacent in G but not in F . We
call yz an x-bypass. Note that, if F is 2-regular, x is skippable if and only if
yxz is a skippable path in F .

Lemma 4.1. Every connected locally connected claw-free graph G has a 5-local
skip-and-glue strategy.

Furthermore, for x, y 2 V (G) the graph G + xy has a 5-local skip-and-glue
strategy with respect to V (P ) for some x–y path P that contains all vertices of
distance at most 3 from x or y.

Proof. Let G = (V,E) be a locally finite connected locally connected claw-free
graph on at least three vertices. Let F be a finite subgraph of G with maximum
degree 2 all whose components contain at least four vertices. Let C be any
component of F . Note that C is either a cycle or a path. If C is a path we
require its end vertices to have depth at least 3 in C and add the edge between
those end vertices to G. Note that in the later construction, none of these
new edges appears as they are to deep in their respective component. For the
readability of the proof we omit their presence from now on and consider G
to be the graph with these edges added and F to be 2-regular. With a slight
stretch of terminology, we consider G to be claw-free, although it is G without
these additional edges that is claw-free.

On each component C we choose one order C of the two available canonical
cyclic orders. For every vertex v 2 V (C) denote by v� its predecessor with
respect to C and by v+ its successor.

Let u /2 V (F ) be a vertex of G that has a neighbour v on F . To show
that there is a k-local skip-and-glue strategy we have to provide a k-local skip-
and-glue extension of F via u. As G is locally connected N(v) is connected; it
contains u, v�, and v+. Thus there is a shortest u–{v�, v+} path P = p0p1 . . . pk

with all its vertices in N(v). We may assume that p0 = u and pk = v+ by
choosing the other canonical order for the component containing u if necessary.
Clearly, P does not contain v�. By minimality P is induced and thus if k � 4,
we have the claw G[v, p0, p2, p4] in G. Hence k  3 and the length of P is at
most 3.

If all inner vertices of P which lie on F are skippable and no two consecutive
vertices of P are adjacent on F , then we can replace every skippable path p�i pip

+
i

by the edge p�i p+
i . Furthermore, we replace the edge vv+ by the path vuPv+

to obtain a 4-local skip-and-glue extension of F via u. This covers the case that
u is adjacent to v� or v+.

Thus we may assume that P has an inner vertex and since G is claw-free it
holds that v�v+ 2 E(G). Since the component of F containing v has at least
four vertices, v is skippable. If some inner vertex pi of P lies on F and is not
skippable, then the path p�i pip

+
i is not skippable. Thus, we have p�i p+

i /2 E.
It remains to construct a k-local skip-and-glue extension if either some vertex

of P is not skippable or some edge of P lies on F . Let pi be the first vertex on P
that is either not skippable or incident with an edge of P \F . As G[v, pi, p

�
i , p+

i ]
is not a claw, there is an edge vp�i or vp+

i in the first case. As P lies in the
neighbourhood of v, there is an edge vp�i or vp+

i in the second case, too. As v
is skippable, we reduce F by replacing v�vv+ by the edge v�v+ and p�j pjp

+
j
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by the edge p�j p+
j for all j < i where pj is skippable. If v and p�i are adjacent,

then we replace the edge pip
�
i by the path p�i vuPpi. Otherwise, v and p+

i are
adjacent and we replace the edge pip

+
i by the path piPuvp+

i . Note that i  2.
Thus, we obtain a 4-local skip-and-glue extension of F via u in both cases.

Next, let us assume that F has more than one component each containing
at least four vertices. Let v 2 V (F ) be a vertex in a component K of F with
a neighbour in some other component of F . Following the above argument for
each vertex u 2 N(v)\ V (F r K) we have a 4-local skip-and-glue extension K0

of K by P via u over some edge e 2 E(K) such that the inner vertices of P lie
in N(v) [ {v} and u is the only vertex in P from F r K.1

Similarly, there is a path Q from {u�, u+} to one of the two neighbours of u
on K0, which are its neighbours on P .

For the following construction let us choose such P and Q with some mini-
mality conditions:

(i) Let P be shortest possible.

(ii) With respect to (i) let Q be shortest possible.

Clearly, |P | = 2 if and only if there is an edge e in K with both its end
vertices adjacent to u. Note that no inner vertex of Q lies on P , as this is in
contradiction to the minimality of P .

Suppose that there is an inner vertex q of Q in K0 that is either not skippable
or incident with an edge of Q that lies in K0. As seen above q 2 V (K) r V (P ).
Let a, b be the two neighbours of q on K0. As G[u, q, a, b] is not a claw, there is
an edge ua or ub if q is not skippable. As Q lies in the neighbourhood of u, there
is an edge ua or ub if q is incident with an edge of Q on K0, too. By symmetry
we may assume that a is adjacent to u. If qa 2 E(K) we have a contradiction to
the minimality of Q as we could have chosen P = qua and shortened Q to end
in q. Thus we may assume that qa 2 E(K0)rE(K). By the construction of K0

the edge qa is a z-bypass for some z 2 V (P ). This contradicts the minimality
of P as quPz is shorter since both u and z are inner vertices of P .

Thus every inner vertex of Q in K0 is skippable and no edge of Q is an edge
of K0.

If all inner vertices of Q are skippable in F and in K0 and no edge of Q lies
in F r K or K0, let F 0 be the reduction of F where the inner vertices of Q and
P in F are replaced by their bypasses and let L be the set consisting of the
edge e and the edges from u to the end vertices of Q. Then (F 0 [ P [Q) � L
is a skip-and-glue fusion of F . It is 5-local as Q has length at most 3 and every
component of P � L has length at most 2. Clearly, it is centred around v.

Thus we may assume that there is an inner vertex on Q in F r K that is
not skippable or incident with an edge of Q \ (F r K). First note that every
vertex of Q is adjacent to a neighbour of u in F if u is not skippable in F . This
implies, by the minimal choice of Q and as Q contains an inner vertex, that u
is skippable in F .

Let q be the last inner vertex of Q in F rK that is not skippable or incident
with an edge of Q \ (F r K). Thus its subpath qQp with p 2 V (P ) does

1Indeed, we get a path P completely contained in N(v)[ {v}, and such a path of minimal
length contains only one vertex from F rK. We forget that its end vertices are contained in
N(v) [ {v} for later convenience.
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not contain any such vertices. Let a, b be the two neighbours of q on F . As
G[u, q, a, b] is not a claw, there is an edge ua or ub if q is not skippable. As Q
lies in the neighbourhood of u, there is an edge ua or ub if q is incident with an
edge of Q on F , too. By symmetry we may assume that a is adjacent to u.

Let F 0 be the reduction of F where the inner vertices of Q and P in F are
replaced by their bypasses and let L = {e, up, aq}. Then (F 0[P [qQp)�L+au
is a skip-and-glue fusion of F . It is 4-local as qQp has length at most 2 and the
component of P�up containing p has length at most 2 and the other component
of P � up has length at most 3. Clearly, it is centred around v.

The following is a corollary extracted from the previous proof.

Corollary 4.2. Every connected locally connected locally finite claw-free graph
on at least k vertices contains a cycle of length at least k.

Now we can combine our previous results to prove our first main theorem.

Theorem 4.3. Every connected locally connected locally finite claw-free graph
on at least three vertices has a Hamilton circle.

Proof. Let G be a connected locally connected locally finite claw-free graph on
at least three vertices. By Corollary 4.2 the graph G contains a cycle of length
min{|G|, 5}. Due to Lemma 4.1, there is a 5-local skip-and-glue strategy for G.
Thus, the assertion is a direct consequence of Theorem 3.3.

Let us now turn our attention to Hamilton arcs. We deduce from the proof
of Theorem 1.2 in [1] the following proposition that is valid for all locally finite
graph.

Proposition 4.4. Let G be a connected locally connected locally finite claw-free
graph. For each two x, y 2 V (G) that do not disconnect G there is an x-y path
of length at least 3 that contains N(x) [N(y).

In the proof that the result of Proposition 4.4 implies that the graph has a
Hamilton arc, Asratian showed in [1] the following:

Proposition 4.5. Let G be a connected locally connected locally finite claw-free
graph. For each two x, y 2 V (G) that do not disconnect G there is an x-y path
of length at least 3 that contains all vertices of distance at most 2 to either x
or y.

Using our terminology, Proposition 4.5 implies the existence of some x–y
path P such that the depth in P of its end vertices is at least 3. This enables
us to prove our second main theorem.

Theorem 4.6. In every connected locally connected locally finite claw-free graph
on at least 3 vertices, any two vertices that do not disconnect the graph are
connected by a Hamilton arc.

Proof. Let G be a connected locally connected locally finite claw-free graph and
let x, y 2 V (G) be distinct vertices that do not disconnect G. As mentioned
before, Proposition 4.5 implies that we find an x–y path P such that x and y
have depth 3 in P . Since G+xy has a 5-local skip-and-glue strategy with respect
to V (P ) by Lemma 4.1 there is a sequence P + xy = C0, . . . , Cn of cycles in
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G + xy such that Ci+1 is a 5-local skip-and-glue extensions of Ci and such that
Cn contains all vertices of distance at most 6 from x or y. Thus the assertion
follows from Theorem 3.3.

As a corollary of the previous theorem, we obtain the following theorem:

Theorem 4.7. A connected locally connected locally finite claw-free graph on
at least four vertices is Hamilton-connected if and only if it is 3-connected.

5 Further su�cient conditions for the existence
of a Hamilton circle

In this section, we deduce some corollaries from the main theorems of Section 4.
To shorten this section, we say that a graph G satisfies (?) if the following
statements are true:

(i) G has a Hamilton circle.

(ii) For each two vertices u, v 2 V (G) that do not separate G, there is a
Hamilton u–v arc in |G|.

(iii) G is Hamilton-connected and |V (G)| � 4 if and only if it is 3-connected.

It is well-known that line graphs are claw-free. Thus, we directly obtain the
following corollary (whose finite version for Hamilton cycles is due to Oberly
and Sumner [21, Corollary 1]):

Corollary 5.1. Let G be a locally finite connected locally connected line graph
on at least three vertices. Then G satisfies (?).

The proof that the assumptions of the following corollary imply that L(G) is
locally connected is the same as for finite graphs. Thus, we obtain the following
corollary (whose finite version for Hamilton cycles is due to Oberly and Sumner
[21, Corollaries 2 and 3]):

Corollary 5.2. Let G be a locally finite connected graph on at least three vertices
such that either every edge lies on a triangle or G is locally connected. Then
L(G) satisfies (?).

For the following two corollaries the proofs that their assumptions imply
that L(L(G)), L(G2), respectively, is locally connected is the same as for finite
graphs, see [21, Corollaries 4 and 5]. The finite version for Hamilton cycles of
Corollary 5.3 is due to Chartrand and Wall [6]) and that of Corollary 5.4 is due
to Nebeský [20].

Corollary 5.3. Let G be a locally finite connected graph with minimum degree
at least 3. Then L(L(G)) satisfies (?).

Note that for a graph G, its square G2 has V (G) as its set of vertices and
two distinct vertices are adjacent in G2 if their distance in G is at most 2.

Corollary 5.4. Let G be a locally finite connected graph on at least three ver-
tices. Then L(G2) satisfies (?).
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The last corollary of the results of Section 4 carries over the result by
Matthews and Sumner [19, Corollary 1] for Hamilton cycles in finite graphs
to locally finite graphs. Again, their proof carries over almost verbally.

Corollary 5.5. Let G be a locally finite connected graph on at least three ver-
tices. If G2 is claw-free, then it satisfies (?).
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