
COMONOIDAL PROPERTIES OF I-CHAINS

BIRGIT RICHTER

Abstract. Let I be the category of finite sets and injections. We prove that the homotopy
colimit functor from the category of functors from I to chain complexes is an E∞-monoidal functor.
In particular, it maps a cocommutative comonoid to an E∞-coalgebra. However, we also show
that there is no model category structure on cocommutative comonoids in I-chains whose weak
equivalences and cofibrations are determined by the forgetful functor to I-chains. The E∞-coalgebra
of the singular chains of a space therefore cannot be modelled in I-chains in this way.

1. Introduction

Rational homotopy theory provides several algebraic models for the homotopy category of ra-
tional nilpotent spaces of finite type: there is Sullivan’s differential graded commutative model of
the rational cochains on a space [Sul77], there is a cocommutative coalgebra model for the rational
chains on a space and there is a differential graded Lie model for the shifted rational homotopy
groups of a space [Qui69,Nei78]. If one doesn’t want to work over the rationals, then one option is
to work with functor categories like Ch(k)D for a suitable small category D.

In [RS20] we constructed a commutative model for the cochains of a space over an arbitrary
commutative ring using the diagram category I of finite sets and injections. This category has
two key features: its classifying space is contractible because it has an initial object and the
endomorphisms of an object are the symmetric group and this gives enough Σ-freeness to replace
some of the arguments for rational chain complexes with analogous arguments for functors from I
to Ch(k) for an arbitrary ground ring k.

Over the integers our model of the cochains on a space is strong enough to determine the
homotopy type of a nilpotent space of finite type. One could hope that one can also use the
category I in order to construct Lie algebra and cocommutative coalgebra models. When I started
this project, I actually believed that it is possible to find a cocommutative coalgebra model, but I
had to learn that this is not possible, at least not in a way that is compatible with the Sullivan-like
model from [RS20].

For the cochain model, Sagave and I show that the homotopy colimit of our version AI,∗(X; k)
of the Sullivan model of the rational singular cochains of a space X is an E∞-algebra that is
weakly equivalent as an E∞-algebra to the cochain algebra of a space S∗(X; k). It is true, that the
homotopy colimit maps cocommutative comonoids in I-chain complexes to E∞-coalgebras:

Theorem 1.1. The functor hocolimI : Ch(k)I → Ch(k) is an E∞-comonoidal functor. In particu-
lar, if C∗ is a cocommutative comonoid in the category Ch(k)I , then hocolimIC∗ is an E∞-coalgebra
in Ch(k).

So for any commutative ring k one could try to find a cocommutative comonoid CI∗ (X; k) in the
category of I-chain complexes Ch(k)I such that hocolimIC

I
∗ (X; k) is weakly equivalent as an E∞-

coalgebra to the E∞-coalgebra of the singular chains on a space X with coefficients in k, S∗(X; k).
However, this would not fit into a model categorical setting as one would expect from rational
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homotopy theory. Neisendorfer established a model category structure on connected cocommutative
rational differential graded coalgebras in [Nei78, §5] in a way that the weak equivalences and
cofibrations are determined by the forgetful functor to chain complexes.

If the homotopy colimit should compare a model in Ch(k)I to the E∞-coalgebra of chains on a
space, one would naturally consider the model structure on Ch(k)I that has those morphisms of
I-chain complexes as weak equivalences that induce quasi-isomorphisms after the application of the
homotopy colimit functor. As one should work with an analogue of connected comonoids and as
we want to model something that is a chain complex that is concentrated in non-negative degrees
– like S∗(X; k) – one would proceed as follows.

One first considers the projective model structure on Ch(k)I with levelwise fibrations and level-
wise weak equivalences. We will actually consider a positive variant of this, so maps are required
to be fibrations and weak equivalences in every positive level. One then uses left Bousfield localiza-
tions so that the weak equivalences are the ones that induce weak equivalences on the homotopy
colimit. We call this model structure the positive I-model structure. As we aim at modelling the
singular chain complex of a connected space, we modify the base category to chain complexes that
are concentrated in degrees > 1, Ch(k)>1.

There is a cofree functor that sends an I-chain complex to the cofree connected cocommutative
coalgebra on that I-chain complex. This functor is right adjoint to the forgetful functor, so in
order to obtain a model category structure one would use the left-induced model structure: in this
structure the weak equivalences and cofibrations are determined by the forgetful functor. This
works for differential graded connected cocommutative coalgebras over the rationals [Nei78, §5].
However, this does not work in the setting of I-chain complexes, at least if you want to avoid to
work over Q.

Theorem 1.2. Assume that Q 6⊂ k. Then there is a fibrant acyclic I-chain complex whose cofree
cocommutative comonoid is not acyclic. Hence, there is no left-induced model structure on the
category of connected cocommutative comonoids whose cofibrations and weak equivalences are de-
termined by the cofibrations and weak equivalences in the positive I-model structure on Ch(k)I>1.

At the heart of the above result is the fact that the norm map is not an isomorphism in general
in the context of I-chain complexes, even if one requires the zeroth level to be trivial. This causes
a discrepancy between the cofree cocommutative comonoid generated by an I-chain complex and
the free commutative monoid generated by the very same I-chain complex. In the contexts of
rational homotopy theory and symmetric sequences one has such norm isomorphisms and hence in
these context acyclic objects create acyclic cofree cocommutative comonoids. Despite the fact that
I-chains provide a full integral analogue of Sullivan’s differential graded commutative model of the
rational cochains of a space, I-chains fail to provide a coalgebraic model of the E∞-coalgebra of
the chains on a space.
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2. Basics on I-chain complexes

Let I be the skeleton of the category of finite sets and injections whose objects are the sets
{1, . . . , n} =: n for n > 0 with 0 = ∅. The morphism set I(n,m) consists of all injective functions
from n to m. The category I is symmetric monoidal under concatenation of sets: ntm := n + m.
The initial object 0 is the unit of this symmetric monoidal structure.

Morphisms in I can be expressed as follows. Let ϕ ∈ I(n,m) with n > 0. Then we can uniquely
decompose ϕ as ϕ = i ◦ σ with σ ∈ Σn and i and order preserving injection: Let us denote the
subset ϕ(n) ⊂ m as the ordered set x1 < . . . < xn and set σ(i) := ϕ−1(xi). Then σ ∈ Σn and
ϕ ◦ σ−1(j) = xj is an order preserving injection.

We will consider several functor categories from I to categories C, CI . If C is the category of
k-modules for some commutative unital ring k, then we will call the corresponding category the
category of I-modules, modI . We call functors from I to the category of chain complexes I-chain
complexes and denote the corresponding functor category by Ch(k)I .

Definition 2.1. Let C be an abelian category. An object M ∈ CI is reduced, if M(0) = 0.

For every n > 0 there is an evaluation functor Evn : Ch(k)I → Ch(k) that takes an I-chain
complex X∗ to the chain complex X∗(n). These functors have left adjoints

F In : Ch(k)→ Ch(k)I

with
F In (C∗)(m) =

⊕
I(n,m)

C∗ ∼= k{I(n,m)} ⊗k C∗.

Here, for a set S we denote by k{S} the free k-module generated by S. As 0 is initial, F I0 maps a
chain complex C∗ to the constant I-diagram with value C∗.

The Day convolution product gives Ch(k)I a symmetric monoidal structure. Explicitly, for two
I-chain complexes X∗, Y∗

(X∗ � Y∗)(n) = colimI(ptq,n)X∗(p)⊗ Y∗(q).

Abstract nonsense yields
F InC∗ � F

I
mD∗

∼= F In+m(C∗ ⊗D∗).
In Ch(k) we write Sq for the chain complex with k concentrated in degree q ∈ Z, and Dq for the

chain complex with (Dq)i = k if i ∈ {q, q− 1}, with (Dq)i = 0 for all other i, and with dq = id. As
S0 is the symmetric monoidal unit in Ch(k), the I-chain complex F I0 (S0) is the unit for the Day
convolution product. We denote F I0 (S0) by UI .

The category of I-chain complexes is tensored over chain complexes: if C∗ ∈ Ch(k), X∗ ∈ Ch(k)I ,
then

(C∗ ⊗X∗)(m) := C∗ ⊗ (X∗(m))

and hence C∗ ⊗X∗ = F I0 (C∗)�X∗.

Connection to symmetric sequences. The symmetric group on n letters is equal to the en-
domorphisms of the object n of I. Let Σ denote the skeleton of the category of finite sets and
bijections whose objects are the same as the ones of I and with

Σ(n,m) =

{
Σn, for n = m,

∅, for n 6= m.

Here we use the convention that Σ0 and Σ1 are both the trivial group.
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The category Σ is symmetric monoidal again by the ordered sum n t m := n + m. If C is
symmetric monoidal and cocomplete, then CΣ carries a symmetric monoidal structure via the Day
convolution product and for C1, C2 ∈ CΣ we denote their product by C1�C2 in order to distinguish
it from the �-product in CI . Explicitly for C1, C2 ∈ Ch(k)Σ and n ∈ N0 we have

(C1 � C2)(n) =
⊕
p+q=n

k[Σn]⊗k[Σp×Σq ] C1(p)⊗ C2(q).

Here, for a group G we denote the group k-algebra on G by k[G]. The canonical inclusion functor
i : Σ→ I induces a restriction functor

i∗ : CI → CΣ.

If C is cocomplete, then left Kan extension gives a left adjoint to restriction

i! : CΣ → CI .
Recall the explicit form of the left Kan extension. We denote by i ↓ n the category whose objects are
morphisms in I from some i(m) to n and whose morphisms from f ∈ I(i(m),n) to g ∈ I(i(m),n)
are given by σ ∈ Σm such that

g ◦ i(σ) = f.

Then for any C∗ ∈ Ch(k)Σ

i!C∗(n) = colimi↓nC∗ = colimϕ : i(m)→nC∗(m).

As there are no morphisms in Σ that connect different objects, the above expression splits as

i!C∗(n) =
⊕
m>0

colimI(m,n)C∗(m).

But here the colimit just identifies elements that lie in the same Σm-orbit so we obtain

(2.1) i!C∗(n) ∼=
⊕
m>0

 ⊕
I(m,n)

C∗(m)

 /Σm
∼=
⊕
m>0

k{I(m,n)} ⊗k[Σm] C∗(m).

This proves the following result:

Lemma 2.2. For every C∗ ∈ Ch(k)I the left Kan extension i!(C∗) satisfies

i!(C∗)(n) = k{I(i(−),n)} ⊗Σ C∗

where k{I(i(−),n)} is the Σop-module that sends m to k{I(i(m),n)} and where the tensor product
denotes the tensor product of the Σop-module k{I(i(−),n)} with the Σ-chain complex C∗.

Similar to the category CI there are evaluation functors

Evn : CΣ → C, M 7→M(n).

For C = Ch(k) these functors have left adjoints

FΣ
n : Ch(k)→ Ch(k)Σ, X∗ 7→ FΣ

n (X∗)

where

FΣ
n (X∗)(m) =

{⊕
Σn
X∗ ∼= k{Σn} ⊗k X∗, for n = m,

0, for m 6= n.

Lemma 2.3.
(1) For any chain complex X∗ and every p > 0 there is an isomorphism of I-chain complexes

i!(F
Σ
p (X∗)) ∼= F Ip (X∗).
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(2) The left Kan extension i! is strong symmetric (co)monoidal.

Proof.
(1) The first claim follows from abstract nonsense, because the corresponding composition of

the right adjoint functors commutes.
(2) The functor i! is left adjoint, hence right-exact and it preserves colimits. Every object in

Ch(k)Σ can be written as an epimorphic image of a sum of suitable FΣ
n (X∗)’s and similarly

for Ch(k)I . It hence suffices to check the claim on free objects. But here by (1) we get

i!(F
Σ
n (X∗))� i!(F

Σ
m(Y∗)) ∼= F In (X∗)� F

I
m(Y∗)

∼= F In+m(X∗ ⊗ Y∗)
∼= i!(F

Σ
n+m(X∗ ⊗ Y∗))

∼= i!(F
Σ
n (X∗)� FΣ

m(Y∗)).

�

3. Homotopy colimits

We need to control homotopy colimits of I-chain complexes. In certain cases, these can be
identified in a very explicit manner, for instance for I-chain complexes of the form i!(C∗) with
C∗ ∈ Ch(k)Σ.

Recall the definition of the homotopy colimit for an I-chain complex Y∗ from [RS20, §2]:
hocolimIY∗ is the total complex associated to the bicomplex whose bidegree (p, q)-part is⊕

[fp|...|f1]∈NpI

Yq(sf1)

where sf1 denotes the source of f1. The vertical differential is induced by the internal differential
of Y∗. The horizontal differential is the one of the chain complex associated to the nerve. The
face map involving f1 induces an action Yq(f1) : Yq(sf1)→ Yq(tf1) = Yq(sf2) where tf1 denotes the
target of f1.

Rodŕiguez González [RG14] developes a general framework that allows to use these nice and
concrete Bousfield-Kan like models of the homotopy colimits in certain contexts. Dugger [Dug01,
Theorem 5.2] considers an axiomatic framework that yields that the homotopy colimit over I gives
rise to an I-model structure whose weak equivalences are those morphisms that induce a quasi-
isomorphism on homotopy colimits. Joachimi proves this for I-chain complexes in a direct way
[Joa11].

There is a canonical projection map

(3.1) πY∗ : hocolimIY∗ → colimI Y∗

that takes the cokernel of the horizontal differential d :
⊕

[f1]∈N1I Y∗(sf1)→
⊕

n>0 Y∗(n).
The following fact is well-known [Sch18, Proof of Proposition 2.54]; compare [SaS12, Proposition

6.15]: Free I-chain complexes on a chain complex X∗ have X∗ as the homotopy colimit:

Lemma 3.1. For all m > 0 and all chain complexes X∗:

hocolimIF
I
m(X∗) ' X∗.

Proof. One has ⊕
[fp|...|f1]∈NpI

F Im(X∗)(sf1) =
⊕

[fp|...|f1]∈NpI

⊕
I(m,sf1)

X∗ ∼=
⊕

Np(m↓I)

X∗,
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where m ↓ I is the category of object in I under m. This category has an initial object and hence
the nerve is contractible. �

For general I-chain complexes of the form i!C∗ we will use an operad to express the homotopy
colimit.

Lemma 3.2. The categories C(m) := m ↓ I form an operad in the category of small categories.

Proof. The right-Σm action on C(m) is defined by precomposition.
Let f : m → n and gi : ki → ni be objects of C(m) and C(ki) respectively. We define the

operadic composite γ(f ; g1, . . . , gm) as

(3.2) (g̃f−1(1) t . . . t g̃f−1(n)) ◦ f(k1, . . . ,km).

Here, f(k1, . . . ,km) maps the blocks of numbers k1, . . . ,km as f maps 1, . . . ,m and

g̃f−1(j) =

{
id1, if f−1(j) = ∅,
g`, if f(`) = j.

The identity 1 ∈ C(1) is then defined to be id1. It is straightforward to check that the composition
is equivariant. We leave the tedious proof of associativity to the brave reader. This is best done
using the ◦i-definition of a pseudo-operad in the sense of Markl. �

Example 3.3. Let f ∈ I(4,6) be the map that sends 1 to 1, 2 to 6, 3 to 3 and 4 to 5

6

5

4

22

4

3 // 3

2

<<

2

1 // 1

and let g ∈ I(2,3) be the standard inclusion given by g(i) = i for i = 1, 2:
3

2 // 2

1 // 1.

Then f ◦2 g : I(5,8) is the injection

8

7

6

5 // 5

4
,,
4

3

<<

3

2

<<

2

1 // 1

because f(1,2,1,1) is the map

7

6

5 // 5

4
,,
4

3

<<

3

2

<<

2

1 // 1

and we compose it with id1 t id1 t id1 t id1 t id1 t g = id5 t g.
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Note, that the operad composition defined in (3.2) agrees with the operad structure on the
categorical version of the Barratt-Eccles operad if all morphisms are actually bijective.

Corollary 3.4. The sequence of nerves of the categories m ↓ I, (N(m ↓ I))m>0 forms an operad
in the category of simplicial sets. Applying the free k-module functor yields that (k{N(m ↓ I)})m>0

forms an operad in the category of simplicial k-modules.
The associated chain complexes (O(m) := C∗({N(m ↓ I)}) form an E∞-operad in the category

of chain complexes.

Proof. As the functors involved are all at least lax symmetric monoidal, it is clear that we actually
obtain operads. It remains to show that

(O(m) = C∗({N(m ↓ I)}))m>0

is an E∞-operad.
Using the contractibility of the nerve of m ↓ I as in the proof of Lemma 3.1, we get that each

C∗({N(m ↓ I)}))m>0 is acyclic. The set Np(m ↓ I) is free as a Σm set and we can write it as the
orbit of elements (S ⊂ n0, |S| = m, [fp | . . . | f1]), identifying an injective map f0 : m→ n0 with its
image.

�

We know that F Im(X∗) is an I-chain complex of the form i!F
Σ
m(X∗), so one can ask whether

one can extend the identification from Lemma 3.1 to all I-chain complexes of the form i!Y∗ with
Y∗ ∈ Ch(k)Σ. We start with the simple case where Y∗ = M is a Σ-module viewed as a Σ-chain
complex concentrated in degree zero.

Lemma 3.5. For all M ∈ modΣ:

H∗hocolimI i!(M) ∼=
⊕
m∈N0

H∗(Σm;M(m)).

Proof. By the very definition of i!(M) we get

hocolimIi!(M)p =
⊕

[fp|...|f1]∈NIp

i!(M)(sf1)

∼=
⊕

[fp|...|f1]∈NIp

k{I(i(−), sf1)} ⊗Σ M(−)

∼=
⊕

[fp|...|f1]∈NIp

⊕
m>0

k{I(i(m), sf1)} ⊗Σm M(m).

But the latter is isomorphic to ⊕
m>0

k{N(i(m) ↓ I)p} ⊗Σm M(m).

The differential is induced by the face maps in the nerve and we showed above that this complex
is contractible and Σm-free in every degree. Hence the homotopy colimit calculates the Tor-groups⊕

m>0 Tor
k[Σm]
∗ (k,M(m)). �

Remark 3.6.
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(1) Note that we can also consider the homotopy colimit with respect to the category Σ, see
[Ric20, 11.4.7, §16.3] or where the only difference is that we work with the nerve of Σ instead
of the nerve of I. The homotopy colimit over Σ splits as

hocolimΣM =
⊕
m>0

hocolimΣmM

where Σm is the category with one object m and Σm as morphisms. The homology of
hocolimΣmM is H∗(Σm;M(m)) because we can identify the chain complex hocolimΣmM(m)
with the chain complex C∗(k{NEΣm}) ⊗Σm M(m). Here, EΣm denotes the translation
category of Σm. Thus H∗hocolimΣM agrees with H∗hocolimI i!(M).

(2) The proof of Lemma 3.5 actually tells us that we can express the homotopy colimit of an
I-module i!M as

hocolimIi!M ∼=
⊕
m>0

O(m)⊗Σm M(m).

This is true in broader generality.

Proposition 3.7. Let C∗ ∈ Ch(k)Σ. Then

hocolimIi!C∗ ∼=
⊕
m>0

O(m)⊗Σm C∗(m).

As C∗ is a chain complex, the homotopy colimit is the total complex of a bicomplex and the
total grading corresponds to the usual total grading of the tensor product of chain complexes, i.e.,

(hocolimIi!C∗)n ∼=
⊕
r+s=n

⊕
m>0

O(m)r ⊗Σm Cs(m).

Proof. By Lemma 3.5 we get the claimed correspondence for every fixed chain degree. The internal
differential dC on C∗ induces the summand id⊗dC of the differential on the tensor product of chain
complexes. �

As the free functors F In (C∗) are of the form i!F
Σ
n (C∗) we obtain the following variant of Lemma

3.1:

Corollary 3.8. For all n > 0 and all chain complexes C∗

hocolimIF
I
n (C∗) ∼=

⊕
m>0

O(m)⊗Σm FΣ
n (C∗)(m) ∼= O(n)⊗ C∗.

As O(n) is acyclic, this gives of course the same result as Lemma 3.1.

Definition 3.9. Let V∗ be an I-chain complex. The tensor algebra on V∗ is

(3.3) TI(V∗) :=
⊕
k>0

V �k∗

with the usual convention that X�0
∗ = UI .

The functor TI is left adjoint to the forgetful functor from associative monoids in Ch(k)I , AsI ,
to Ch(k)I where we view TI(X∗) as an associative monoid via the concatenation product

µT : TI(X∗)� TI(X∗)→ TI(X∗)

that is induced by the canonical isomorphisms

(3.4) crx : X�r �X�s ∼= X�r+s∗ .
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As the category of I-modules is symmetric monoidal we get an action of Σn on M�n. Here we
consider the right Σn-action. The free commutative monoid generated by an I-chain complex V∗ is

SI(V∗) =
⊕
n>0

V �n∗ /Σn.

The functor SI is left adjoint to the forgetful functor from commutative I-chain complexes
to I-chain complexes. If we consider SI(F I1 (C∗)) for a chain complex C∗, then we can actually
identify the homotopy colimit of the free commutative monoid SI(F I1 (C∗)) with the free O-algebra
generated by C∗:

Theorem 3.10. For all chain complexes C∗:

hocolimIT
I(F I1 (C∗)) ∼=

⊕
m>0

O(m)⊗ C⊗m∗

and
hocolimIS

I(F I1 (C∗)) ∼=
⊕
m>0

O(m)⊗Σm C⊗m∗ .

Proof. As i! is strong symmetric monoidal and as it is a left adjoint, we know by Proposition 3.7
that

hocolimIT
I(F I1 (C∗)) ∼= hocolimIT

I(i!F
Σ
1 (C∗))

∼= hocolimIi!
⊕
`>0

(FΣ
1 (C∗))

�`

∼= hocolimIi!
⊕
`>0

FΣ
` (C⊗`∗ )

∼=
⊕
m>0

⊕
`>0

O(m)⊗Σm (FΣ
` (C⊗`∗ ))(m).

As (FΣ
` (C⊗`∗ ))(m) is trivial for all ` 6= m, this sum reduces to⊕
m>0

O(m)⊗Σm (FΣ
m(C⊗m∗ ))(m) =

⊕
m>0

O(m)⊗Σm (k{Σm} ⊗ C⊗m∗ ) ∼=
⊕
m>0

O(m)⊗ C⊗m∗ .

For the free commutative monoid we obtain as above

SI(F I1 (C∗)) ∼= SI(i!F
Σ
1 (C∗)) ∼= i!S

Σ(FΣ
1 (C∗)).

With the help of Proposition 3.7 we can identify the homotopy colimit of the latter as

hocolimIi!S
Σ(FΣ

1 (C∗)) ∼=
⊕
m>0

O(m)⊗Σm SΣ(FΣ
1 (C∗))(m).

We get
(FΣ

1 (C∗))
�m(m)/Σm

∼= FΣ
m(C⊗m∗ )/Σm

∼= (k{Σm} ⊗ C⊗m∗ )/Σm
∼= C⊗m∗

and therefore in total we obtain⊕
m>0

O(m)⊗Σm SΣ(FΣ
1 (C∗))(m) ∼=

⊕
m>0

O(m)⊗Σm C⊗m∗ .

�
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The result above actually generalizes to all free algebras in Ch(k)I over an operad in the category
of modules: If (P (m))m>0 is an operad in the category of modules and if C∗ is a chain complex,
then the free P -algebra generated by FΣ

1 (C∗) is

P (FΣ
1 (C∗)) =

⊕
n>0

P (n)⊗Σn F
Σ
1 (C∗)

�n ∼=
⊕
n>0

P (n)⊗Σn F
Σ
n (C⊗n∗ ).

The argument in the proof of Theorem 3.10 then identifies the homotopy colimit of i!P (FΣ
1 (C∗))

as

hocolimIi!P (FΣ
1 (C∗)) =

⊕
m>0

O(m)⊗Σm

(⊕
n>0

P (n)⊗Σn F
Σ
n (C⊗n∗ )

)
(m)

∼=
⊕
m>0

O(m)⊗Σm

(
P (m)⊗Σm (k[Σm]⊗ C⊗m∗ )

)
.

Here, the left copy of Σm acts on the right on O(m) and on the left on k[Σm]⊗ C⊗m∗ whereas the
right copy of Σm acts from the right on P (m) and from the left on k[Σm] ⊗ C⊗m∗ . We can cancel
the left hand copy of Σm with the k[Σm]-tensor factor in k[Σm]⊗ C⊗m∗ and can therefore identify
the homotopy colimit with ⊕

m>0

(O(m)⊗ P (m))⊗Σm C⊗m∗

where Σm acts diagonally on O(m) ⊗ P (m) and on the left on C⊗m∗ by the usual permutation of
tensor factors. This proves the following result:

Theorem 3.11. If P is an operad in the category of modules, then hocolimIi!(P (FΣ
1 (C∗)) is the

free O ⊗ P -algebra generated by C∗.

For example, if we consider the free Lie algebra on FΣ
1 (C∗) we obtain in the homotopy colimit

the free O ⊗ LieI-algebra generated by C∗. This is the tensor product of an E∞-operad with the
Lie operad, hence it parametrizes Lie algebras up to homotopy.

4. Comonoids

In this section we study homotopy colimits of (cocommutative) comonoids and construct a cofree
(cocommutative) coalgebra functor.

Definition 4.1. An I-chain coalgebra C∗ is a comonoid in (Ch(k)I ,�, UI), so there is a diagonal
map ∆: C∗ → C∗ � C∗ and a counit map ε : C∗ → UI such that ∆ is coassociative and

(ε� idC∗) ◦∆ = idC∗ = (idC∗ � ε) ◦∆.

We call such a coalgebra cocommutative, if τ ◦∆ = ∆ where τ is the symmetry in the symmetric
monoidal category (Ch(k)I ,�, UI).

A morphism of I-chain coalgebras is defined as a morphism of I-chain complexes commuting
with the diagonal and the counit.

4.1. Homotopy colimits of comonoids. We first show that the homotopy colimit for I-chains
is an E∞-comonoidal functor. We then use the operad O in order to produce an explicit E∞-
coalgebra structure on homotopy colimits of I-chain complexes of the form i!(X∗) whenever X∗ is
a cocommutative comonoid in Ch(k)Σ.

We state a more detailed version of Theorem 1.1:
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Theorem 4.2. The homotopy colimit hocolimI : Ch(k)I → Ch(k) is an E∞-comonoidal functor,
i.e., there is an E∞-operad E such that for all n > 0 and for all C1

∗ , . . . , C
n
∗ ∈ Ch(k)I there are

morphisms

θn : E(n)⊗ hocolimI(C
1
∗ � . . .� C

n
∗ )→ hocolimI(C

1
∗ )⊗ . . .⊗ hocolimI(C

n
∗ )

that are natural in C1
∗ up to Cn∗ and that satisfy coherence relations dual to those in [Ric00, Defi-

nition 3.4].

In particular, this implies that for any cocommutative comonoid C∗ in Ch(k)I , the homotopy col-
imit hocolimIC∗ is cocommutative up to homotopy and all higher homotopies, so it is an differential
graded E∞-coalgebra. Here, the structure maps are

E(n)⊗ hocolimIC∗
id⊗hocolimI∆(n−1)

// E(n)⊗ hocolimI(C
�n
∗ )

θn
��

hocolimI(C∗)
⊗n,

where the first map is induced by the iterated coproduct on C∗ and the second one is given by the
coaction of the operad.

Proof. The homotopy colimit is the composite of three functors

hocolimI = Tot ◦ C∗ ◦ srep.

• By [RS20] the functor Tot is strong symmetric monoidal, hence it is also strong symmetric
comonoidal.
• In [Ric00, §7] we show that the Moore chain functor C∗ is an E∞-comonoidal functor from

simplicial modules to chain complexes. This proof adapts to the setting of viewing C∗ as a
functor from simplicial chain complexes to bicomplexes:

We take the E∞ operad from [Ric00, §7] and call it E(n). Consider n simplicial chain
complexes A1

•,∗, . . ., A
n
•,∗. Here, • denotes the simplicial degree and ∗ the chain degree. In

bidegree (p, q) the bicomplex C∗(A1
•,∗⊗̂ . . . ⊗̂An•,∗) is

(4.1)
⊕

`1+...+`n=q

A1
p,`1 ⊗ . . .⊗A

n
p,`n

whereas in the same bidegree we get for C∗(A1
•,∗)⊗ . . .⊗ C∗(An•,∗):

(4.2) (C∗(A
1
•,∗)⊗ . . .⊗ C∗(An•,∗))p,q =

⊕
a1+...+an=p

⊕
`1+...+`n=q

A1
a1,`1 ⊗ . . .⊗A

n
an,`n ,

thus we get an action map

θn : E(n)⊗ C∗(A1
•,∗⊗̂ . . . ⊗̂An•,∗)→ C∗(A

1
•,∗)⊗ . . .⊗ C∗(An•,∗)

by applying θn to every direct summand in (4.1). By construction, the action map commutes
with the horizontal differential. The vertical differential on (4.1) is

dv =

n∑
i=1

(−1)`1+...+`i−1 idA1
p,`1

⊗ . . .⊗ idAi−1
p,`i−1

⊗ d⊗ idAi+1
p,`i+1

⊗ . . .⊗ idAn
p,`n
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and the one on (4.2) is

dv =
n∑
i=1

(−1)`1+...+`i−1 idA1
a1,`1

⊗ . . .⊗ idAi−1
ai−1,`i−1

⊗ d⊗ idAi+1
ai+1,`i+1

⊗ . . .⊗ idAn
an,`n

;

see [RS20, §3] for the sign-conventions on simplicial chain complexes and bicomplexes.
Naturality of the E-action then implies that the action maps θn also commute with the
vertical differential.
• We show that srep is lax symmetric comonoidal. So let’s assume that X and Y are I-chain

complexes. In simplicial degree p we obtain

srep(X � Y )p =
⊕

np
αp // . . .

α1 //n0

colimatb→np X(a)⊗ Y (b),

whereas srep(X)p ⊗ srep(Y )p is of the form
⊕

mp
βp // . . .

β1 //m0

X(mp)

⊗
 ⊕
qp

γp // . . .
γ1 //q0

Y (qp)

 .

We define θX,Y : srep(X � Y )p → srep(X)p ⊗ srep(Y )p on a generator

[αp | . . . | α1]⊗ [(ϕ : a t b→ np)⊗ x⊗ y]

as
[αp | . . . | α1]⊗X(ϕ ◦ ia)(x)⊗ [αp | . . . | α1]⊗ Y (ϕ ◦ jb)(y)

where ia : a→ a t b sends ` ∈ a to ` and jb : b→ a t b maps k ∈ b to k + a.
The map θX,Y is well-defined: for f : c → a, g : d → b, z ∈ X(c) and w ∈ Y (d) we

obtain that [αp | . . . | α1]⊗ [ϕ ◦ (f t g)⊗ z ⊗ w] maps to

[αp | . . . | α1]⊗X(ϕ ◦ (f t g) ◦ ic)(z)⊗ [αp | . . . | α1]⊗ Y (ϕ ◦ (f t g) ◦ jd)(w)

and [αp | . . . | α1]⊗ [ϕ⊗X(f)(z)⊗ Y (g)(w)] is sent to

[αp | . . . | α1]⊗X(ϕ ◦ ia)(X(f)(z))⊗ [αp | . . . | α1]⊗ Y (ϕ ◦ jb)(Y (g)(w)).

As ϕ ◦ (f t g) ◦ ic = ϕ ◦ ia ◦ f and ϕ ◦ (f t g) ◦ jd = ϕ ◦ jb ◦ g, these terms agree.
If we apply the symmetry of � first to

[αp | . . . | α1]⊗ [(ϕ : a t b→ np)⊗ x⊗ y]

we get
(−1)|x||y|[αp | . . . | α1]⊗ [(ϕ ◦ χb,a : b t a→ np)⊗ y ⊗ x]

and θY,X maps this to

(−1)|x||y|[αp | . . . | α1]⊗ Y (ϕ ◦ χb,a ◦ ib)(y)⊗ [αp | . . . | α1]⊗X(ϕ ◦ χb,a ◦ ja)(x).

Applying the twist to θX,Y (αp | . . . | α1]⊗ [ϕ⊗ x⊗ y]) yields

(−1)|x||y|[αp | . . . | α1]⊗ Y (ϕ ◦ jb)(y)⊗ [αp | . . . | α1]⊗X(ϕ ◦ ia)(x).

But as χb,a ◦ ib = jb and χb,a ◦ ja = ia, both values coincide so θ is compatible with the
symmetry.
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It is straightforward to see that θ is associative. There is a canonical map from the
constant simplicial chain complex on S0 to srep(F I0 (S0)) that sends 1 ∈ S0 in simplicial
degree p to the element

[id0 | . . . | id0]⊗ 1 ∈
⊕

qp
γp // . . .

γ1 //q0

(F I0 (S0)(qp))0 =
⊕

qp
γp // . . .

γ1 //q0

(S0)0.

�

Remark 4.3. The functor hocolimI is lax comonoidal. The functor C∗ is E∞-comonoidal because the
structure map C∗(A•⊗̂B•)→ C∗(A•)⊗C∗(B∗) for simplicial modules A• and B• is the Alexander-
Whitney map, so the functor C∗ is lax comonoidal.

We will also use the E∞-operad E from above for the specific E∞-comonoidal structure on Kan
extensions of cocommutative comonoids.

Lemma 4.4. For every m > 0 and every n-tuple of numbers (p1, . . . , pn) with p1 + . . . + pn = m
and pi ∈ N0 there is a Σp1 × . . .× Σpn-equivariant map

(4.3) ψp1,...,pn : E(n)⊗O(m)→ O(p1)⊗ . . .⊗O(p1)

that satisfies the axioms of a coaction of the operad E on the N0-graded chain complex O.

Proof. As we constructed the operad O starting from the category of small categories we do the
same for the maps ψp1,...,pn : For every m > 0 and all p1, . . . , pn with p1 + . . . + pn = m there is a
functor

Pp1,...,pn : m ↓ I → p1 ↓ I × . . .× pn ↓ I.

On objects, Pp1,...,pn sends a ϕ : m→ q to the n-tuple (ϕ ◦ i1,...,p1 , . . . , ϕ ◦ ip1+...+pn−1+1,...,m), where
ip1+...+pj−1+1,...,p1+...+pj ∈ I(pj ,m) is given by ip1+...+pj−1+1,...,p1+...+pj (`) = p1 + . . . + pj−1 + `. A
morphism g in m ↓ I is sent to the n-tuple of morphisms given by postcomposition by g.

If τj ∈ Σpj , then for τ1 ⊕ . . .⊕ τn ∈ Σp1 × . . .× Σpn we get

(τ1 ⊕ . . .⊕ τn) ◦ ip1+...+pj−1+1,...,p1+...+pj = ip1+...+pj−1+1,...,p1+...+pj ◦ τj .

Hence Pp1,...,pn is Σp1 × . . .× Σpn-equivariant.
As the nerve functor is strong symmetric monoidal, we obtain a Σp1 × . . . × Σpn-equivariant

morphism of simplicial sets

N(Pp1,...,pn) : N(m ↓ I)→ N(p1 ↓ I)× . . .×N(pn ↓ I)

and also an equivariant morphism of simplicial k-modules

k{N(Pp1,...,pn)} : k{N(m ↓ I)} → k{N(p1 ↓ I)}⊗̂ . . . ⊗̂k{N(pn ↓ I)}.

The induced map on the corresponding chain complexes is

C∗(k{N(Pp1,...,pn)}) : O(m) = C∗(k{N(m ↓ I)})→ C∗(k{N(p1 ↓ I)}⊗̂ . . . ⊗̂k{N(pn ↓ I)}).

We use the action of the operad E to get a map

θn : E(n)⊗ C∗(k{N(p1 ↓ I)}⊗̂ . . . ⊗̂k{N(pn ↓ I)})→ O(p1)⊗ . . .⊗O(pn)
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and we define the map ψp1,...,pn as the composite

E(n)⊗O(m)
idE(n)⊗C∗(k{N(Pp1,...,pn )})

// E(n)⊗ C∗(k{N(p1 ↓ I)}⊗̂ . . . ⊗̂k{N(pn ↓ I)})

θn
��

O(p1)⊗ . . .⊗O(pn).

As we only applied functors that are at least lax symmetric monoidal and as the θns assemble
into a coaction of E , the coherence claim follows. �

Theorem 4.5. If X∗ is a cocommutative comonoid in Ch(k)Σ, then hocolimIi!(X∗) is an E∞
differential graded coalgebra employing the equivariant maps ψp1,...,pn from Lemma 4.4.

Proof. As the functor i! is strong symmetric monoidal, i!(X∗) is a cocommutative comonoid in
I-chain complexes. The counit X∗ → FΣ

0 S
0 gives rise to a counit i!(X∗) → i!F

Σ
0 S

0 ∼= F I0 S
0 and

by Corollary 3.8 we obtain for the corresponding homotopy colimits a morphism

hocolimIi!(X∗)→ O(0)⊗ S0 ∼= S0.

An iteration of the coproduct ∆X∗ on X∗ induces a morphism

δh : hocolimIi!(X∗)
hocolimIi!(∆

(n−1)
X∗ )

// hocolimIi!(X
�n
∗ ).

As hocolimIi!(X
�n
∗ ) is the chain complex⊕

m>0

O(m)⊗Σm (X�n∗ )(m)

=
⊕
m>0

O(m)⊗Σm (
⊕

p1+...+pn=m

k[Σm]⊗k[Σp1×...×Σpn ] X∗(p1)⊗ . . .⊗X∗(pn))

∼=
⊕
m>0

⊕
p1+...+pn=m

O(m)⊗k[Σp1×...×Σpn ] X∗(p1)⊗ . . .⊗X∗(pn),

we can use the maps ψp1,...,pn from the previous lemma in order to obtain a morphism to⊕
m>0

⊕
p1+...+pn=m

O(p1)⊗ . . .⊗O(pn)⊗k[Σp1×...×Σpn ] X∗(p1)⊗ . . .⊗X∗(pn)

∼=
⊕
m>0

⊕
p1+...+pn=m

O(p1)⊗k[Σp1 ] X∗(p1)⊗ . . .⊗O(pn)⊗k[Σpn ] X∗(pn)

and this is nothing but hocolimIi!(X∗)
⊗n. �

4.2. Connected cofree objects. As for ordinary chain complexes, the tensor algebra from (3.3)
has a deconcatenation coproduct

∆dec : TI(C∗)→ TI(C∗)� TI(C∗).

Here, ∆dec on the direct summand C�n∗ is defined as the sum of the canonical isomorphisms
c−1
i,n−i : C

�n
∗ → C�i∗ � C

�n−i
∗ (see 3.4)

C�n∗
∼= UI � C�n∗ ∼= C∗ � C

�n−1
∗

∼= . . . ∼= C�n−1
∗ � C∗ ∼= C�n∗ .

If we work in unbounded chain complexes, then TI(C∗) will not be a cofree object. But if we
use 1-truncated chain complexes, then this works out. We denote by Ch(k)>1 the full subcategory
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of Ch(k) consisting of chain complexes that are concentrated in degrees > 1. Let Ch(k)I>1,r be the
category of reduced objects in Ch(k)I>1.

Definition 4.6. The category of connective comonoids in Ch(k)I , cCoalgI , is the full subcategory
of the category of comonoids in Ch(k)I>0 consisting of I-chain coalgebras C∗ with a morphism of
coalgebras UI → C∗ such that for C̄∗ with C∗ ∼= C̄∗ ⊕ UI we have that C̄∗(0) = 0, C̄i(n) = 0 for
all n ∈ I+ and i 6 0.

Note that the assumptions ensure that C∗(0) = UI(0) = S0 and that the only elements in chain
degree zero come from UI .

Lemma 4.7. The functor TI is right adjoint to the functor U : cCoalgI → Ch(k)I>1,r that sends a
connected comonoid C∗ to C̄∗.

Proof. The proof of the lemma is adapted from the one in [Qui69, Appendix B].
If ψ : D∗ → TI(C∗) is a morphisms in cCoalgI for C∗ ∈ Ch(k)I>1,r, then U(ϕ) : U(D∗) →

U(TI(C∗)) and we define the morphism fψ : U(D∗) → C∗ as the composite of U(ϕ) with the
morphism that is induced by the projection p1 : TI(C∗)→ C∗ onto the tensor strings of length one.

Now assume, that f : U(D∗) → C∗ is a morphism in Ch(k)I>1,r. Let ∆(m) denote the m-fold
iteration of the diagonal on D∗. As we have coassociativity, one incarnation of this map is (∆ �
id�m−1
D ) ◦ . . . ◦ (∆� idD∗) ◦∆.
We extend f : U(D∗)→ C∗ in Ch(k)I>1,r to f̄ : D∗ → C∗ by setting f̄ |UI = 0 and f̄ |D̄∗ = f .
We then define ψf : D∗ ∼= D̄∗ ⊕ UI → TI(C∗) by setting ψf |UI = idUI and

(4.4) ψf |D̄∗ =
∑
n>1

f̄�n ◦∆(n−1) : D̄∗ → TI(C∗)

We have to show that the map ψf is well-defined.
As D̄(n)0 = 0, as D̄(0) = 0 and as the �-product is still built out of the ordinary tensor

product of complexes, any d ∈ D̄(n)` for positive ` only has a finite number of non-trivial values
of f̄�m+1 ◦∆(m)(d) because f̄ is trivial on UI and U(D∗) ∈ Ch(k)I>1,r. Therefore the sum in (4.4)
is finite.

We claim that ψf is a morphism of comonoids, so we have to show that the diagram

(4.5) D∗

∆

��

ψf // TI(C∗)

∆dec

��
D∗ �D∗

ψf�ψf // TI(C∗)� TI(C∗)

commutes and it suffices to check the claim on D̄∗.
Coassociativity gives as in [Qui69, Appendix B, (4.2)] that for all natural numbers p and q

(∆p−1 �∆q−1) ◦∆ = ∆p+q−1.
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Applying ∆dec to an n-fold �-product gives deconcatenations at the ith spot with i from 0 to n
and we denote such a deconcatenation by deci. This yields

∆dec ◦ ψf = ∆dec ◦
∑
n>1

f̄�n ◦∆(n−1)

=
∑
n>1

n∑
i=0

deci ◦ f̄�n ◦ (∆i−1 �∆n−i−1) ◦∆

=
∑
n>1

n∑
i=0

(f̄�i � f̄�n−i) ◦ (∆i−1 �∆n−i−1) ◦∆

=
((∑

i>1

f̄�i ◦∆i−1
)
�
(∑
j>1

f̄�j ◦∆j−1
))
◦∆

= (ψf � ψf ) ◦∆.

It is clear that fψf
= f for any f ∈ Ch(k)>1(U(D∗), C∗). So it remains to show that every map

ψ in cCoalgI from D∗ to TI(C∗) with fψ = f is of the form ψf . But it follows from diagram (4.5)
with an induction on the chain degree of the element d in positive level that every such map ψ
satisfies that the component of ψ(d) in C�n∗ is determined by �-powers of f and ∆(n−1).

�

If D∗ is cocommutative, then its diagonal takes values in the Σ-invariants
⊕

n>0

(
D�n∗

)Σn . We
denote by ccCoalgI the full subcategory of cCoalgI consting of cocommutative connected comonoids
in I-chain complexes.

For any I-chain complex C∗ we denote by ΓI(C∗) the I-chain complex

(4.6) ΓI(C∗) :=
⊕
`>0

(
C�`∗

)Σ`

.

We use ΓI because the analoguous construction in the category of modules or chain complexes
would result in the free (dg) divided power algebra.

The argument from [Qui69, Appendix B] then translates to the setting of I-chain complexes:

Proposition 4.8. The functor ΓI is right adjoint to the functor U : ccCoalgI → Ch(k)I>1,r that
sends a connected cocommutative comonoid C∗ to C̄. �

Thus ΓI(C∗) is the cofree connected cocommutative comonoid generated by C∗.

5. The functors In

In the category of Σ-chain complexes or Σ-modules there is the free functor FΣ
0 that embeds chain

complexes and modules into the diagram category by placing them in level zero and by assigning
zero to any other n. Reducing objects then corresponds to discarding FΣ

0 (S0) or FΣ
0 (k) respectively.

One can do the same thing in the context of I-diagrams, but here the functor won’t behave nicely
and discarding it doesn’t solve problems. However, it plays an important role: Tensoring with this
object gives rise to the H0-construction of [CEF15, Definition 2.3.7].

Definition 5.1. Let X∗ be a chain complex. Then I0(X∗) is the I-chain complex with

I0(X∗)(n) =

{
X∗, n = 0,

0, otherwise.
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All morphisms that are not the identity on 0 induce the zero map.

This actually defines a functor I0 : Ch(k)→ Ch(k)I .

Lemma 5.2. The functor I0 : Ch(k)→ Ch(k)I is lax symmetric monoidal.

Proof. There is a canonical projection π : UI → I0(S0) that is the identity in level zero and the
trivial map in positive levels.

For two chain complexes C∗, D∗ we have by definition

I0(C∗)� I0(D∗)(n) = colimptq→n I0(C∗)(p)⊗ I0(D∗)(q).

If n is zero, then we just obtain

I0(C∗)� I0(D∗)(0) = I0(C∗)(0)⊗ I0(D∗)(0) = C∗ ⊗D∗ = I0(C∗ ⊗D∗)(0).

For positive n we can write

I0(C∗)� I0(D∗)(n) =

 ⊕
p+q6n

I0(C∗)(p)⊗ I0(D∗)(q)

 / ∼

where the equivalence relation is generated by x⊗ y ∼ ϕ∗(x)⊗ψ∗(y) for xI0(C∗)(p), y ∈ I0(D∗)(q)
and ϕ ∈ I(p, r), ψ ∈ I(q, r). But these x ⊗ y are only possibly non-trivial for p = q = 0 and the
equivalence relation identifies those elements with something trivial.

Hence,
I0(C∗)� I0(D∗) ∼= I0(C∗ ⊗D∗).

The identification is compatible with the twist map and satisfies associativity. �

Proposition 5.3. For any chain complex X∗, the homotopy colimit of I0(X∗) is acyclic:

H`(hocolimII0(X∗)) = 0 for all ` > 0.

Proof. In the proof of [SaS12, Corollary 5.9] it is shown that the inclusion I+ ⊂ I is homotopy
cofinal. This allows us to replace hocolimII0(X∗) by hocolimI+I0(X∗), but the latter is trivial on
the nose.

�

For any I-chain complex Y∗ Church-Ellenberg-Farb [CEF15] define a Σ-chain complex H0(Y∗)
by setting H0(Y∗)(n) := Y∗(n)/(Y∗)(6 n−1) where we denote by (Y∗)(6 n−1) everything in Y∗(n)
that is in the image of Y∗(ϕ) for some ϕ ∈ I(m,n) with m < n.

We view H0 as an endofunctor on the category of I-chain complexes by embedding Σ-chain
complexes into I-chain complexes.

Proposition 5.4. For all I-chain complexes Y∗:

I0(S0)� Y∗ ∼= H0(Y∗) ∼= Y∗ � I0(S0).

Proof. Again, we use the explicit form of the �-product and get

I0(S0)� Y∗(n) =

 ⊕
p+q6n

I0(S0)(p)⊗ Y∗(q)

 / ∼ .

If q 6= n, then there are terms in the colimit with p > 0, so that possible non-trivial elements
coming from I0(S0)(0) ⊗ Y∗(q) are identified with zero. Elements in the summand for p = 0 and
q = n have the potential to survive coming from elements in

I0(S0)(0)⊗ Y∗(n) = S0 ⊗ Y∗(n) ∼= Y∗(n).
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However, elements in Y∗(n) of the form ψ∗(y) for any ψ ∈ I(m,n) for m < n are again identified
with zero. �

The category FI# is the category whose objects are the objects of I, but morphisms in FI#

from m to n are tripels (S, σ, T ) with S ⊂ m, T ⊂ n and where σ : S ∼= T is a bijection. The
extension of the functor H0 to a functor from the category FI#-modules to Σ-modules is actually
an equivalence of categories [CEF15, Theorem 4.1.5]. We will see in Lemma 7.4 why the functor
I0 causes trouble for the norm map.

Remark 5.5. If P is a projective module, then F Im(P ) is a projective object in the category of I-
modules. However, I0(P ) will in general not be projective: Assume that q : M → Q is an arbitrary
epimorphism of I-modules and that f : I0(P ) → Q is a morphism of I-modules. We always get a
lift ξ(0) : P →M(0) of f(0) because P is projective. If this lift were natural in I, then the unique
im ∈ I(0,m) would have to satisfy M(im) ◦ ξ(0) = 0. But for general M the morphism M(im)
doesn’t have to be trivial.

We generalize I0 to functors In : Ch(k)Σn → Ch(k)I :

Definition 5.6. Let C∗ be a chain complex with Σn-action for n > 0. We define In(C∗) ∈ Ch(k)I

as the I-chain complex with

In(C∗)(m) :=

{
C∗, for n = m,

0, otherwise.

Morphisms in Σn act via the Σn-action on C∗ and all other morphisms in I induce the zero map.

Similarly, we can consider Σn(C∗) as the symmetric sequence with C∗ in level n and 0 in all other
levels.

Lemma 5.7. For all n,m > 0 there are isomorphisms In(C∗)�Im(D∗) ∼= In+m(Σn(C∗)�Σm(D∗)).

Proof. As before it is not hard to see that In(C∗)� Im(D∗)(r) is trivial if r 6= n+m: For r < n+m
and any ϕ : p→ q→ r, p or q has to be smaller than n, respectively m, so we get trivial factors in
the tensor product. Any ϕ : p t q→ r with r > n+m factors as ψ ◦ (f1 t f2) with f1 : p→ s and
f2 : q→ t with s or t greater than n respectively m.

For r = n + m we obtain

In(C∗)� Im(D∗)(n + m) = colimptq→n+m In(C∗)(p)⊗ Im(D∗)(q) ∼= colimntm→n+mC∗ ⊗D∗
and this term is isomorphic to

Z[Σn+m]⊗Z[Σn×Σm] C∗ ⊗D∗ = (Σn(C∗)� Σm(D∗))(n + m).

�

6. No Künneth isomorphisms in general

Another feature of I-chain complexes is the absense of a Künneth isomorphism, even if one works
with chain complexes over a field. For any X∗ ∈ Ch(k)I let H∗(X∗) be the graded I-module with
H∗(X∗)(n) := H∗(X∗(n)):

Proposition 6.1. In general, the canonical map H∗X∗ �H∗Y∗ → H∗(X∗ � Y∗) is not an isomor-
phism of graded I-modules, even if we work over a field k.
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The reason for this failure is that the colimit that is used to build the Day convolution product
does not commute with homology. As a proof of Proposition 6.1 we offer the following basic
counterexample.

Example 6.2. Let Sym(D1) denote the I-chain complex with Sym(D1)(n) = (D1)⊗n with S0 =
(D1)⊗0 = Sym(D1)(0) and such that the unique map from 0 to any n sends S0 to

S0 ∼= (S0)⊗n ⊂ (D1)⊗n.

Then (H∗(Sym(D1)))�H∗(Sym(D1)))(1) is trivial. By definition

(H∗(Sym(D1)�H∗(Sym(D1))`(n) = colimptq→n

⊕
r+s=`

Hr((D
1)⊗p)⊗Hs((D

1)⊗q).

The right-hand side is isomorphic to p+ q-tensor powers of the homology of D1. If n = 1, then we
obtain the trivial colimit because the colimit is a quotient of the trivial module.

However, H1(Sym(D1)� Sym(D1))(1) 6= 0: For H1(Sym(D1)� Sym(D1))(1) we obtain the first
homology of the colimit

S0 ⊗ S0 //

��

S0 ⊗D1

D1 ⊗ S0

and this is isomorphic to the homology of the pushout D1 ⊕S0 D1 where the degree zero parts of
the two 1-disks are identified. This pushout has a nontrivial 1-cycle

(1,−1) ∈ D1 ⊕S0 D1

which is not a boundary.

Similar to [Sch07, Lemma 3.1] one can show that for all S0 → X∗ and S0 → Y∗ in Ch(k) there
is an isomorphism of I-chain complexes

Sym(X∗)� Sym(Y∗) ∼= Sym(X∗ ⊕S0 Y∗).

We will see later in Lemma 8.2 that hocolimIC∗⊗ hocolimID∗ and hocolimI(C∗�D∗) are quasi-
isomorphic in good cases.

Remark 6.3. Note that for symmetric sequences of chain complexes over a field there is a Künneth
isomorphism: For X∗, Y∗ ∈ Ch(k)Σ the `th homology of X∗ � Y∗(n) is the `th homology of⊕

p+q=n

k[Σn]⊗k[Σp×Σq ] X∗(p)⊗ Y∗(q).

But as the Σp × Σq-action on Σn is free, we can identify this as the `th homology of⊕
p+q=n

⊕
Σn/Σp×Σq

X∗(p)⊗ Y∗(q)

and as we work over a field this is isomorphic to⊕
p+q=n

k[Σn]⊗k[Σp×Σq ] (H∗X∗(p)⊗H∗Y∗(q))`.
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7. The norm map

Stover showed in [Sto93, §9] that the norm map N =
∑

σ∈Σn
induces an isomorphism

N : M�n/Σn → (M�n)Σn

for every reduced symmetric sequence M and every n > 0. His approach is to find a suitable
combinatorial description of M�n in terms of unshuffles and to use this to choose an explicit set of
representatives for the Σn-action on M�n.

We call an object m of I positive if |m| > 1 and write I+ for the full subcategory of positive
objects in I.

In a k-fold �-product of an I-chain complex V∗ we take a colimit over the category It . . .tI ↓ n
for X�k∗ (n). If we assume that V∗ is reduced, then the indexing category can be simplified to

Itk+ ↓ n.

The following well-known fact ensures that the category of P-algebras in I-chain complexes has
a model structure for every operad P in the category Ch(k) [PS18]:

Lemma 7.1. For any chain complex C∗, for every p > 1 and for every m,n > 0 the norm
Nn =

∑
σ∈Σn

σ ∈ Z[Σn] induces an isomorphism of chain complexes

Nn : (F Ip (C∗)
�n/Σn)(m)→ ((F Ip (C∗)

�n)Σn(m).

Proof. As F Ip (C∗)
�n ∼= F Inp(C

⊗n
∗ ), with np = ptn,

F Inp(C
⊗n
∗ )(m) =

⊕
I(ptn,m)

C⊗n∗ .

If we identify an injective map f : ptn →m with its image, we can express f as an n-tuple of p-tuples
((f(1), . . . , f(p)), . . . , (f((n−1)p+1), . . . , f(np)) with pairwise distinct f(j) ∈m. We can therefore
pick representatives for the Σn-action for instance by choosing ((f(1), . . . , f(p)), . . . , (f((n− 1)p+
1), . . . , f(np)) with

min(f(1), . . . , f(p)) < . . . < min(f((n− 1)p+ 1), . . . , f(np)).

Thus every F Iptn(C⊗n∗ )(m) is an extended k[Σn]-module and the norm map is an isomorphism. �

Remark 7.2. The requirement that p is at least one is crucial, because

F I0 (C∗)
�n ∼= F I0 (C⊗n∗ )

and the Σn-action permutes the tensor powers of C∗. In the category of chain complexes over an
arbitrary commutative ring, the norm map is not an isomorphism in general, so the functor F I0
imports this trouble into the world of I-chain complexes.

Beware that the norm mapNn =
∑

σ∈Σn
σ ∈ Z[Σn] does not induce an isomorphismNn : M�n/Σn →

(M�n)Σ
n in general, even if M is reduced. We will give explicit examples of this phenomenon later.

For now we consider the cases where everything works fine:

Definition 7.3. An I-chain complex X∗ is Tate trivial, if the norm map

Nn : X�n∗ /Σn → (X�n∗ )Σn

is an isomorphism for all n.
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We saw above, that for any chain complex C∗, for every p > 1 and for every m the norm
Nn =

∑
σ∈Σn

σ ∈ Z[Σn] induces an isomorphism of chain complexes

Nn : (F Ip (C∗)
�n/Σn)(m)→ ((F Ip (C∗)

�n)Σn(m).

So F Ip (C∗) is Tate-trivial for all p > 1. Note that this implies that the free commutative monoid
on F Ip (C∗) is isomorphic to the free divided power algebra generated on F Ip (C∗).

We will now provide two families of examples of reduced I-chain complexes that are not Tate
trivial. Recall that k denotes the ground ring, so chain complexes are chain complexes of k-modules.

Lemma 7.4. Consider the chain complexes S2n and D2n+1 and the kernels of the projection maps

π(S2n) : F I0 (S2n)→ I0(S2n) and π(D2n+1) : F I0 (D2n+1)→ I0(D2n+1).

We denote the kernel of π(S2n) by F
I
0 (S2n) and the kernel of π(D2n+1) by F

I
0 (D2n+1). If Q 6⊂ k,

then these I-chain complexes are not Tate-trivial.

Note that all structure maps in positive degrees induce the identity map in both cases as long
as we consider elements in even degrees.

For the proof we have to study the equivalence relations that are involved in forming the �-
product in detail. To this end we use the following notation: If ϕ : p t q→ n is a morphism in I,
then we denote ϕ by (ϕ(1) . . . ϕ(p) | ϕ(p+ 1) . . . ϕ(p+ q)).

Proof. We consider the case F
I
0 (S2n); the case of the disk-complex is similar.

In
(F
I
0 (S2n)� F

I
0 (S2n))(4) = colimϕ : ptq→4 F

I
0 (S2n)(p)⊗ F I0 (S2n)(q)

for positive r we denote by xr2n the generator of F
I
0 (S2n)(r) = S2n in degree 2n. We will first show

that the equivalence class of S2 := (12 | 34)⊗x2
2n⊗x2

2n is equal to the class of (34 | 12)⊗x2
2n⊗x2

2n.
We write down the chain of equivalences first and then explain why they hold:

S2 = (12 | 34)⊗ x2
2n ⊗ x2

2n ∼ (2 | 3)⊗ x1
2n ⊗ x1

2n(7.1)

∼ (2 | 13)⊗ x1
2n ⊗ x2

2n(7.2)

∼ (2 | 1)⊗ x1
2n ⊗ x1

2n(7.3)

∼ (32 | 1)⊗ x2
2n ⊗ x1

2n(7.4)

∼ (3 | 1)⊗ x1
2n ⊗ x1

2n(7.5)

∼ (34 | 12)⊗ x2
2n ⊗ x2

2n.(7.6)

As we consider generators of even degree, all maps in I+ induce the identity map. Then the above
relations hold because

(12 | 34) ◦ (2 | 3) = (2 | 3)(7.7)

(2 | 13) ◦ (1 | 3) = (2 | 3)(7.8)

(2 | 13) ◦ (1 | 2) = (2 | 1)(7.9)

(32 | 1) ◦ (2 | 1) = (2 | 1)(7.10)

(32 | 1) ◦ (1 | 3) = (3 | 1)(7.11)

(34 | 12) ◦ (1 | 2) = (3 | 1).(7.12)
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If we denote the generator of Σ2 by t, then

t.[S2] = t.[(12 | 34)⊗ x2
2n ⊗ x2

2n] = [(34 | 12)⊗ x2
2n ⊗ x2

2n]

so [S2] = [(12 | 34)⊗ x2
2n ⊗ x2

2n] is an element of the Σ2-invariants(
(F
I
0 (S2n)� F

I
0 (S2n))(4)

)Σ2

but unless 2 is invertible in the ground ring, it is not in the image of the norm map.
We now consider the Σm-invariants(

(F
I
0 (S2n)�m)(2m)

)Σm

for arbitrary m > 3. The above chain of equivalences can be recycled to show that the transpositions
(1, 2), (2, 3),. . .,(m− 1,m) leave the equivalence class of the element

Sm := (12 | 34 | . . . | 2m−1 2m)⊗ (x2
2n)⊗m

invariant and hence every σ ∈ Σm does the same. So

[Sm] ∈
(
(F
I
0 (S2n)�m)(2m)

)Σm

but if m! is not invertible in k this element is not in the image of the norm map. �

We show that the elements that we used in the proof of Lemma 7.4 give rise to non-trivial
elements in homology.

Lemma 7.5. The I-chain complex F
I
0 (D2n+1) is acyclic, but if 2 is not invertible in k, then

H4nΓI(F
I
0 (D2n+1))(4) 6= 0

and
H4nhocolimIΓ

I(F
I
0 (D2n+1)) 6= 0.

Proof. The element [(12 | 34)⊗ x2
2n ⊗ x2

2n] is a cycle in ΓI(F
I
0 (D2n+1))(4) because

d[(12 | 34)⊗ x2
2n ⊗ x2

2n] = [(12 | 34)⊗ d(x2
2n)⊗ x2

2n + [(12 | 34)⊗ x2
2n ⊗ d(x2

2n)]] = 0 + 0 = 0.

However, as the only element that can hit xr2n via the boundary map is the generator xr2n+1 and
as neither classes of the form [ϕ⊗x2

2n+1⊗x2
2n] nor classes such as [ϕ⊗x2

2n⊗x2
2n+1] are Σ2-invariant

(because morphisms in I act degree-perserving), the 4n-cycle [(12 | 34)⊗ x2
2n ⊗ x2

2n] survives.
In the bicomplex for the homotopy colimit the element [(12 | 34) ⊗ x2

2n ⊗ x2
2n] sits in bidegree

(0, 4n). We saw above that it cannot be hit by a vertical differential because this is induced by the
internal differential of

(
F
I
0 (D2n+1) � F

I
0 (D2n+1)

)Σ2 . The horizontal differential of an element in

bidegree (1, 4n) with f : n→m ∈ I, ϕ : pt q→ n, x ∈
(
F
I
0 (D2n+1)(p) and y ∈

(
F
I
0 (D2n+1)(q) is

given by
d[f ⊗ ϕ⊗ x⊗ y] = [f ◦ ϕ⊗ x⊗ y]− [ϕ⊗ x⊗ y].

In particular, x and y are not affected by the boundary. So if we want to hit [(12 | 34)⊗ x2
2n⊗ x2

2n]
with a differential on an element in bidgree (1, 4n), this element had to be a k-linear combination of
elements of the form [f ⊗ϕ⊗ xr2n⊗ xs2n] as the morphisms in I cannot change the internal degrees
of elements. Such linear combinations give a sum of elements with an even number of summands
that cannot cancel to give just one copy of [(12 | 34)⊗ x2

2n ⊗ x2
2n]. �

If 2 happens to be invertible in k, but some other m > 2 isn’t, then we can adapt the argument
above and consider the element [Sm] and get similarly:



COMONOIDAL PROPERTIES OF I-CHAINS 23

Corollary 7.6. If Q 6⊂ k, then there is an m > 2 such that

H2mnΓI(F
I
0 (D2n+1))(2m) 6= 0 and H2mnhocolimIΓ

I(F
I
0 (D2n+1)) 6= 0.

8. Model category structures

Our basic objects are I-chain complexes. For such diagram categories there is a projective model
structure [Lur09, Proposition A.2.8.2.].

We recall the model structures on Ch(k)I from [RS20]. We equip Ch(k) with the projective model
structure whose weak equivalences are the quasi-isomorphisms and whose fibrations are the chain
maps that are degreewise surjections [Hov99, Theorem 2.3.11]. It has the inclusions Sq−1 ↪→ Dq

as generating cofibrations and the maps 0 → Dq as generating acyclic cofibrations. This model
structure is combinatorial.

A map f : X∗ → Y∗ in Ch(k)I is a (positive) level equivalence if f(m) is a quasi-isomorphism
for all m in I (resp. all m in I+). It is a (positive) level fibration if f(m) is a fibration for all m
in I (resp. all m in I+). A (positive) level cofibration is a map with the left lifting property with
respect to all maps which are both (positive) level fibrations and equivalences.

These maps define a level model category structure and a positive level model structures on Ch(k)I .
Both model structures are proper and combinatorial [RS20, Proposition 4.2]. The cofibrations in
these level model structures are the retracts of relative cell complexes built out of cells of the form
F Im(Sq−1)→ F Im(Dq) with m in I (resp. I+) and q ∈ Z.

A map X∗ → Y∗ in Ch(k)I is an I-equivalence if it induces a quasi-isomorphism (X∗)hI → (Y∗)hI
on the homotopy colimit. The I-equivalences are part of an I-model structure. An I-chain complex
X∗ is (positive) I-fibrant if α∗ : X∗(m)→ X∗(n) is a quasi-isomorphism for all α ∈ I(m,n) (resp.
in I+). These model structure are left Bousfield localizations of the level model structure (the
positive level model structure) on Ch(k)I [RS20, Proposition 4.4].

Remark 8.1. One could try to work with the injective level structure instead. This exists and has
levelwise cofibrations and weak equivalences. Even if k is a field, the projective and the injective
model structures on Ch(k)I>1 don’t agree, for instance I2(S2) is not cofibrant in the projective model
structure over F2 because 0 → I2(S2) does not have the left lifting property with respect to the
acyclic fibration q : I2(F2{Σ2} ⊗ D3) → I2(D3) when S2 and D3 carry the trivial Σ2-action and
F2{Σ2} the regular one. In Neisendorfer’s work [Nei78] he considers chain complexes over a field
of characteristik zero that are concentrated in degree > 1. But over a field the projective model
structure on Ch(k)>1 (degreewise condition on fibrations and weak equivalences) does agree with
the injective model structure (degreewise condition on cofibrations and weak equivalences).

For the injective model structure it is less clear whether one can form a left Bousfield localization
in order to get the I-equivalences as weak equivalences. Also, the monoidal structure on I-chains
has correct homotopical behaviour with respect to the positive I-model structure as above, as the
following lemma shows.

Lemma 8.2. If C∗ and D∗ are two I-chain complexes that are cofibrant in the positive I-model
structure, then

H∗(hocolimIC∗ ⊗ hocolimID∗) ∼= H∗hocolimI(C∗ �D∗).

Note that the cofibrations in the positive I-model structure agree with the ones in the positive
projective model structure on Ch(k)I .

Proof. The proof is analogous to the one of [SS13, Lemma 2.25]: We consider the colimit functor

colimI : Ch(k)I → Ch(k).
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As F I0 (S0) is the constant functor on S0, it is clear that colimI U
I ∼= S0.

As the symmetric monoidal structure on the category of chain complexes is closed, one immedi-
ately gets that

colimI C∗ ⊗ colimI D∗ ∼= colimI×I C∗⊗D∗
where C∗⊗D∗ : I × I → Ch(k) is the functor that sends a pair (n,m) to C∗(n) ⊗D∗(m). By the
very definition of C∗ �D∗ as a left Kan extension of the functor C∗⊗D∗ along the functor

t : I × I → I, (n,m) 7→ n tm = n + m

we get that
colimI(C∗ �D∗) ∼= colimI×I C∗⊗D∗

and thus in total we obtain an isomorphism

ϕ : colimI C∗ ⊗ colimI D∗ ∼= colimI(C∗ �D∗).

This isomorphism is natural in C∗ and D∗ and turns colimI into a strong symmetric monoidal
functor.

By [Sch18, Proposition 2.54] we know that for cofibrant objects A∗ the canonical projection map
(3.1) πA∗ : hocolimIA∗ → colimI A∗ is a homology isomorphism. This result is an adaptation of
[SaS12, Lemma 6.22].

The positive I-model structure on Ch(k)I is monoidal [PS18, §3.4]. Hence in the diagram

hocolimIC∗ ⊗ hocolimID∗

πC∗⊗πD∗
��

hocolimI(C∗ �D∗)

πC∗�D∗
��

colimI C∗ ⊗ colimI D∗
ϕ // colimI(C∗ �D∗)

the map πC∗�D∗ is a homology isomorphism because the�-product preserves cofibrancy. As colimits
and homotopy colimits map cofibrant objects in Ch(k)I to cofibrant objects in the projective model
structure on chain complexes, the pushout-product axiom in that model structure then implies that
the map πC∗ ⊗ πD∗ is a quasi-isomorphism. �

In the context of I-spaces, flatness (as in [SS13, Definition 2.16]) actually suffices to obtain
Lemma 8.2 and I assume that something analogous works for chain complexes, but I didn’t check
that.

If we want to find a cocommutative comonoid CI∗ (X; k) such that hocolimICI∗ (X; k) is equivalent
to the E∞-coalgebra of the chains on a connected space X, S∗(X; k), then CI∗ (X; k) has to be
connected as a cocommutative comonoid. Therefore we consider the following variant of the above
model structures:

Lemma 8.3. On Ch(k)I>1 there is a positive I-model structure such that the weak equivalences
are given by the hocolimI-equivalences. It is the Bousfield localization of the positive level model
structure on Ch(k)I>1 with respect to the set

S = {F In+1(C)→ F In (C), n > 1, C ∈ {Sn, Dm, n > 1,m > 2}. �

In particular, the I-fibrancy condition still holds.

Remark 8.4. There is a Quillen equivalence between the positive projective level structure on
Ch(k)I>1 and the projective level structure on Ch(k)I>1,r where the left adjoint functor is the inclu-
sion functor J : Ch(k)I>1,r ↪→ Ch(k)I>1 and the right adjoint is the reduction functor R : Ch(k)I>1 →
Ch(k)I>1,r. We will use these model structures and the corresponding I-model structures inter-
changeably.



COMONOIDAL PROPERTIES OF I-CHAINS 25

Lemma 8.5. For all n the chain complex F
I
0 (D2n+1) is acyclic and is fibrant in the positive I-model

structure.

Proof. As the chain complex D2n+1 is concentrated in degrees 2n+ 1 and 2n the bicomplex for the
homotopy colimit of F

I
0 (D2n+1) is also concentrated in internal degrees 2n+ 1 and 2n, thus in two

rows. Its vertical homology is zero, hence so is the homology of the associated total complex.
As all maps in I+ induce the identity map, F

I
0 (D2n+1) is fibrant. �

We consider the adjunction ccCoalgI
U //Ch(k)I>1,r
ΓI

oo from Proposition 4.8 and ask, if there

can be a left-induced model structure on ccCoalg. In such a structure the cofibrations and weak
equivalences are determined by the left adjoint functor, here U . In contrast to right-induced model
structures, left-induced ones are hard to establish. For criteria for the existence of such model
structure and for several important examples see [HKRS17] (and a correction in [GKR20]).

Proof of Theorem 1.2. If there were a left-induced model structure on ccCoalgI , then the functor
ΓI had to preserve acyclic fibrations: Assume that f : A∗ → B∗ is a cofibration in the left-induced
model structure and assume that g : X∗ → Y∗ is an acyclic fibration in the level model structure on
Ch(k)I>1,r. Let

A∗
α //

f

��

ΓI(X∗)

ΓI(g)
��

B∗
β // ΓI(Y∗)

be a commutative diagram in the category ccCoalgI . By adjunction we obtain the commutative
diagram

UA∗
ad(α) //

Uf
��

X∗

g

��
UB∗

ad(β) // Y∗

in I-chain complexes. By definition Uf is a cofibration and by assumption g is an acyclic fibration,
so we obtain a lift in the last diagram that translates to a lift in the first diagram.

With Lemma 8.5 we obtain that the map % : F
I
0 (D2n+1)→ 0 is an acyclic fibration in Ch(k)I>1,r

for every n > 1, so the induced map

ΓI(%) : ΓI(F
I
0 (D2n+1))→ ΓI(0) = UI

had to be an acyclic fibration. But by Corollary 7.6 we have a non-trivial homology contribution in
hocolimIΓ

I(F
I
0 (D2n+1)) whereas the homology of hocolimIUI is trivial in positive degrees. Hence

the map ΓI(%) is not an acyclic fibration, so such a left-induced model structure cannot exist. �

Remark 8.6. If we consider the projective level structure on Ch(k)I>1,r, then we still obtain that

there is no corresponding left-induced model structure on ccCoalg: The map % : F
I
0 (D2n+1) → 0

is levelwise surjective, hence it is a projective level fibration. As the homology of F
I
0 (D2n+1) is

trivial, % is a projective level weak equivalence. Hence % is also an acyclic fibration in this model
structure. The same argument as in the proof of Theorem 1.2 then shows that such a left-induced
model structure cannot exist.
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If we consider symmetric sequences of chain complexes, Ch(k)Σ, then this problem cannot occur:
Stover [Sto93, §9.10] gives an explicit description of SΣ(X∗) that consists of cosets of the symmetric
group and tensor powers of X∗. Hence if X∗ ∈ Ch(k)Σ

>1 is a reduced object that is acyclic, then
SΣ(X∗) is also acyclic. As the norm map is an isomorphism, we get that SΣ(X∗) ∼= ΓΣ(X∗) and
hence ΓΣ preserves acyclic objects.

Remark 8.7. Of course, one could try to model the E∞-coalgebra of singular chains on a space using
different diagram categories than I. If one thinks of Kronecker pairings, then it would be natural
to try the opposite category, Iop. The category Ch(k)I

op
is symmetric monoidal with respect to

t, hence there is a corresponding Day convolution product on Ch(k)I
op

, �. One big problem with
Iop is that the free Iop-chain complexes don’t give rise to Tate trivial objects: We still get that
F I

op

1 (C∗)
�n ∼= F I

op

n (C⊗n∗ ), but now the Σn-action isn’t free on

F I
op

n (C⊗n∗ )(m) =
⊕

Iop(n,m)

C⊗n∗ =
⊕
I(m,n)

C⊗n∗ .

If f ∈ I(m,n) and id 6= σ ∈ Σn, then σ.f is equal to f if the support of σ is contained in n \ im(f).
Taking the product of sets instead of the concatenation is even worse.
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[RG14] Beatriz Rodŕiguez González, Realizable homotopy colimits, Theory Appl. Categ. 29 (2014), no. 22, 609–

634.
[SaS12] Steffen Sagave and Christian Schlichtkrull, Diagram spaces and symmetric spectra, Adv. Math. 231 (2012),

no. 3-4, 2116–2193.
[SS13] Steffen Sagave and Christian Schlichtkrull, Group completion and units in I-spaces, Algebr. Geom. Topol.

13 (2013), no. 2, 625–686.



COMONOIDAL PROPERTIES OF I-CHAINS 27

[Sch07] Christian Schlichtkrull, The homotopy infinite symmetric product represents stable homotopy, Algebr.
Geom. Topol. 7 (2007), 1963–1977.

[Sch18] Julia Schulz, Logarithmic structures on commutative Hk-algebra spectra, 2018. PhD thesis available at
https://ediss.sub.uni-hamburg.de/handle/ediss/7841.

[Sto93] Christopher R. Stover, The equivalence of certain categories of twisted Lie and Hopf algebras over a
commutative ring, J. Pure Appl. Algebra 86 (1993), no. 3, 289–326.

[Sul77] Dennis Sullivan, Infinitesimal computations in topology, Inst. Hautes Études Sci. Publ. Math. 47 (1977),
269–331 (1978).

https://ediss.sub.uni-hamburg.de/handle/ediss/7841

	1. Introduction
	Acknowledgements

	2. Basics on I-chain complexes
	Connection to symmetric sequences

	3. Homotopy colimits
	4. Comonoids
	4.1. Homotopy colimits of comonoids
	4.2. Connected cofree objects

	5. The functors In
	6. No Künneth isomorphisms in general
	7. The norm map
	8. Model category structures
	References

