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1.5 The Chomsky hierarchy

FixXE. V.and Se V.

(1) A production rule & = 7 is called noncontracting if |a| < |3].
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(2) A production rule A — 3 is called context-free if A € V and |3]| > 1. S e
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(3) Production rules A = a and A — aB are called regular if A.B€ V and a € £. B ey
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We observe that every regular rule is context-free and every context-free rule is noncon-
tracting.

We call a grammar noncontracting, context-free, or regqular if all of its production rules
are noncontracting, context-free, or regular, respectively. If ¢ is a noncontracting grammar,
we know that any string in P(G, S) must have length at least |S| = 1 [proof by induction on
the length of the derivation]. Thus, a noncontracting grammar can never derive the empty
word ¢,

We call a language noncontracting, context-free, or regular if it is produced by a noncon-
tracting, context-free, or regular grammar, rc'spw'tiwl}'.
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Figure 1: The Chomsky hierarchy
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Example 1.10. Let £ = {0}, V = {S§}, Fh:= {5 = 005,55 = 0}, and G, := (E. V. P, 5).
Then L(Ga) is the set of all odd-length words consisting of the letter 0.

Py :={S — 050, S — 0}, R
P, :={S — 500, S — 0}, TREE
Py :={S — 00S,S — 00500, S — 0},
P, := {S — 00S, S — S00, S — 050, S — 0}
Ps; :={S — 005,050 — 000, S — 0}, N
P :={S — 00S,00S — 0S0,S — 0}, or M
P; := {S — 005,005 — 0,5 — 0}, {‘-t.f'.\ e~y
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S4.6 DECISION "PROBLEMS

by

In this section, we’'ll formulate the typical decision problems for grammars. Let G and G
be formal grammars and w € W be a word.

The word problem. Is there an algorithm to determine whether w € L(G)?
The emptiness problem. Is there an algorithm to determine whether C(G) = @7

The equivalence problem. Is there an algorithm to determine whether £(G) = £(G")?

We say that a decision problem is solvable if there is such an algorithm and that it

is unsolvable if there is not.
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1.7 Closure properties

There are a number of algebraic operations on languages that allow us to combine languages
to new languages. Let L, M € W* be any languages over an alphabet X,

(a) Concatenation. The language LM consists of words vew such that v € L and w € M.
(b) Unton. The language L U M consists of words either in L or in M.

(¢) Intersection. The language L N M consists of words that are both in L and M.

(d) Complement. The language L := W*\L consists of nonempty words that are not in L.
(e) Difference. The language L\M consists of words in L that are not in M.
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