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Abstract

Let α, σ > 0 and let A and S be subsets of a finite abelian group G of densities α and
σ independent of |G|, respectively. Without additional restrictions A need not contain a
3-term arithmetic progression whose common gap is in S. What is then the least integer
k ≥ 2 for which there exists an η = η(α, σ) such that ‖S‖Uk(G) ≤ η implies that A contains
a non-trivial 3-term arithmetic progression with a common gap in S?

For G = Zn (n sufficiently large and odd) we show that k = 3, while for G = Fn
p (p an

odd prime and n sufficiently large) we show that k = 2.

§1. Introduction

I. Given a set A ⊆ [N ] with positive density (dense, hereafter), an additional set S ⊆ [N ], and
an integer k ≥ 2 we may enquire whether A contains a k-term arithmetic progression (kAP
hereafter) whose common difference lies in S (kSAP, hereafter). In the celebrated Szemerédi’s
theorem [18] we have S = [N ]. In the far reaching generalisation of this theorem, namely the
polynomial Szemerédi’s theorem [1] we allow a set S as follows.

Theorem 1.1. (Polynomial Szemerédi’s theorem [1])
For every α > 0 there exists an N0 such that for all N ≥ N0 the following holds.

Let A ⊆ [N ] have density α and let P1, . . . , Pk be polynomials with integer coefficients all
vanishing at zero. Then there exists a d 6= 0 such that A contains the (polynomial) configuration
x+ P1(d), . . . , x+ Pk(d).

II. Pursuing a quantitative version of Theorem 1.1, Green [12] established the following.

Theorem 1.2. (Green [12])
There exists a constant c such that any subset of [N ] of density at least (log logN)−c contains
the configuration {x, x+ d2

1 + d2
2, x+ 2d2

1 + 2d2
2} for some integers d1 and d2 not both zero.

Currently, the sole non-ergodic proof in the direction of the polynomial Szemerédi theorem
is that of Green [12]. Notice that the set of allowed gaps S in Green’s result is dense in [N ]
(see, e.g., [19, Corollary 4.15] and comments thereafter).

III. In view of Theorem 1.2, we focus on dense gap sets S then; yet we decouple S from any
number theoretical definition. We consider the emergence of 3SAPs in a dense set A based
solely on the density and pseudorandomness level of S.
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IV. Requiring only that S is dense is clearly insufficient1. Also insisting that S is a relatively
dense subset of a random set is insufficient2. If to consider the infinite setting as a guide to
which additional constraints should the set S satisfy, we see in this setting, already for the
case k = 2, that S ∩ qZ 6= ∅, for every q ∈ Z, is necessary.

V. Pseudorandom steps. Imposing a certain level of pseudorandomness on the set S is
then natural. Conceptually, it is fairly obvious that if in addition to being dense S would also
be "sufficiently" pseudorandom then we expect3 an abundance of 3SAPs to emerge in A. The
actual question here then is to quantify "sufficiently". We formulate this problem as follows.

Problem 1.3. Let α, σ > 0 and let A and S be subsets of an abelian group G of densities α
and σ, respectively. What is the least integer k ≥ 2 for which there exists an η = η(α, σ) such
that ‖S‖Uk ≤ η implies that A contains a non-trivial 3SAP?

Here, ‖ · ‖Uk denotes the kth Gowers norm.

VI. Random steps. The emergence of 3SAPs for a random set S was considered in [5, 3]
and these results were improved recently in [6]. By these results we have the following. Let n
be sufficiently large and choose a dense set A ⊆ [1, n]. Next, draw uniformly at random a set
S ⊆ [1, n] of density ≥ ω(n)n−1/2, where ω(n) → ∞ with n. Then, with high probability, A
contains 3SAP.

The results [5, 3, 6] are all proved using ergodic methods. It would be interesting to see
infinitary proofs of these results.

VII. Throughout our notation is that of [19], with the exception that the characteristic
function of a set X is denoted X(·).

§1.1 Our results.

I. We consider Problem 1.3 for the groups Zn and Fnp (p odd prime). For the former, we show
that k = 3 (Theorem 1.6) and for the latter we show that k = 2 (Theorem 1.7).

II. Two point configurations (2SAPs). Prior to our main results, we address a simpler
problem. That is, given two sets A and S in Zn let us now consider the emergence of 2SAPs
in A: two points x, y ∈ A such that x− y ∈ S. The following asserts that a weak pseudoran-
domness assumption is sufficient to ensure the emergence of 2SAPs in Zn (unlike the situation
for 3SAPs in this group).

Proposition 1.4. Let S ⊆ Zn be symmetric4. Then, any set of density at least ‖S‖u/‖S‖L1 ,
contains a 2SAP.

Here, ‖S‖u denotes the linear bias of S given by

‖S‖u = sup
ξ∈Ẑn\0̂

|Ŝ(ξ)| = sup
ξ∈Ẑn\0̂

∣∣∣Ex∈Zn S(x)ξ(x)
∣∣∣ , (1.5)

where Ŝ : Ẑn → C is the Fourier transform of S.
1Consider: A = ( 23N,N ] and S = ( 13N, 23N ].
2Take A to be the even numbers and S to be the intersection of the odd numbers with a dense random set.
3Not in the probabilistic sense.
4A set X ⊆ Zn is called symmetric if x ∈ X ⇐⇒ x−1 ∈ X.
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Put another way, for a symmetric set S that is pseudorandom in the weak sense of ‖S‖u =
ε(n)‖S‖L1 , ε(n) > 0, we have, by Proposition 1.4, that every subsets of Zn of density ≥ ε(n)
contains a 2SAP.

III. 3SAPs in Zn. Let us now consider Problem 1.3 for sets A and S taken in Zn. Unlike the
situation for 2SAPs, here an assumption on ‖S‖U2 is insufficient; and k ≥ 3 (k per Problem 1.3)
is required.

To see this, fix ε < 1/10 and an irrational number ϑ. Consider the sets

A = {x mod n :
∥∥x2ϑ

∥∥ < ε}

and

S = {d mod n :
∥∥2d2ϑ

∥∥ > 1/2− ε},

where ‖t‖ = min{{t}, 1− {t}} is the distance from t ∈ R to the closest integer and where {t}
denotes the fractional part of t.

The sets A and S, just defined, are both dense and highly pseudorandom in the sense
that ‖A‖u = o(|A|) and ‖S‖u = o(|S|) (so that there U2 norms are arbitrarily small) [11,
pp. 9− 10].

Nevertheless, A contains no 3SAPs. Assume towards contradiction that (x, x+ d, x+ 2d)
is a 3SAP in A (i.e., d ∈ S). Then

‖ − 2(x+ d)2ϑ‖ = ‖2(x+ d)2ϑ‖ ≤ 2‖(x+ d)2ϑ‖ < 2ε.

Observe that
‖2d2ϑ‖ = ‖(x2 − 2(x+ d)2 + (x+ 2d)2)ϑ‖ < 4ε

contradicting the assumption that d ∈ S and satisfying ‖2d2ϑ‖ > 1/2− ε.
On the other hand we show that k ≤ 3; in particular we prove the following.

Theorem 1.6. Let α > 0 and σ > 0 there exists an η > 0 and n0 such that for every n ≥ n0

the following holds.
Let A and S be subsets of Zn of densities α and σ, respectively, and such that ‖S‖U3(Zn) ≤ η.

Then there exists a constant C such that A contains at least5 C|S|n 3SAPs.

In our proof of Theorem 1.6 we may have

n0 = exp exp(α−K)/σD(α).

where K and D(α) are defined in § 3.

IV. 3SAPs in Fnp . Throughout, p is an odd prime. Unlike Zn, we show that for Fnp an
assumption on ‖S‖U2 is sufficient. In particular, the following is our main result.

Theorem 1.7. For every α > 0 and σ > 0 there exist an η > 0 and an n0 such that for
every integer n ≥ n0 the following holds.

Let A and S be subsets of Fnp of densities α and σ, respectively, such that ‖S‖u ≤ ησ.
Then, there exists a constant C such that A contains at least C|S|pn 3SAPs.

Here, though possible, we do not quantify n0.
5As for n sufficiently large |S|n� |A| this means that non-trivial 3SAPs are captured.

3



V. About the proofs. For the proof of our main result, Theorem 1.7, we employ the so
called arithmetic regularity lemma established by Green and Tao [15]; we apply it for the U3

norm in Fnp .
Theorem 1.6 is a consequence of the inverse U3 theorem [14], and the fact that for a dense

subset A ⊆ Zn, the set

S3(A) = {d ∈ Zn : {x, x+ d, x+ 2d} ⊆ A, x ∈ A}, (1.8)

(consisting of elements d ∈ Zn which form a common difference of some 3-term arithmetic
progression in A) is essentially "almost periodic" (in a sense that will be made clear in § 3) as
shown recently by Candela [2].

VI. Organisation. In § 2 we prove Proposition 1.4; then in § 3 we prove Theorem 1.6; finally,
in § 4 we prove our main result, namely Theorem 1.7.

§2. 2SAPs in subsets of Zn
In this section we prove Proposition 1.4; this is a special case of the following. In this

section only it is more convenient to use the counting measure on Zn and the uniform measure
of Ẑn when defining Fourier coefficients. That is, in this section only we write

‖S‖u = sup
ξ∈Ẑn\0̂

|Ŝ(ξ)| = sup
ξ∈Ẑn

∣∣∣∣∣∑
x∈Zn

S(x)ξ(x)

∣∣∣∣∣ , (2.1)

instead of (1.5).

Proposition 2.2. Let A and S be subsets of Zn. If for every s ∈ S the set A contains
no two points x and y such that x − y = s and contains no two points x′ and y′ such that
x′ − y′ = s−1, then |A|/n < ‖S‖u/|S|.

Proof. Given S ⊆ Zn, let GS denote the undirected Cayley graph generated by S; that is
GS = (V,E) where V = Zn and E = {xy : x, y ∈ Zn, x − y ∈ S}. A stable6 set A ⊆ V
corresponds to a subset of Zn satisfying the property that for every s ∈ S there exist no two
points x, y ∈ A with x− y = s and there exist no two points x′, y′ ∈ A with x− y = s−1.

Suffices now to provide an upper bound on α(GS), the size of the largest stable set in GS .
As GS is |S|-regular, i.e., all vertices have degree |S|, we have that

α(GS)/n ≤ −λmin

λ1 − λmin
(2.3)

by a result of Hoffman [16]; where here

|S| = λ1 ≥ λ2 ≥ · · · ≥ λn = λmin

are the eigenvalues of the adjacency matrix of GS .
The adjacency matrix of GS is circulant and so its eigenvalues are the Fourier coefficients

of S; see, e.g., [4] or [17, Chapter 11, exercise 8]. In particular, −λmin = |λmin| ≤ ‖S‖u; as a
result (2.3) becomes

α(GS)/n ≤ −λmin

λ1 − λmin
<
‖S‖u
|S|

and the claim follows. �

6A set of vertices in a graph spanning no edges between its members is called stable.
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§3. 3SAPs in subsets of Zn
In this section, we prove Theorem 1.6. Throughout this section A and S are subsets of

Zn (n sufficiently large as we shall see) of densities α and σ respectively, where the latter are
both independent of n. Also, throughout this section, S3 = S3(A) is the set defined in (1.8).

§3.1 Preliminaries.

We require the inverse U3 theorem in the form [10, Theorem 3.2] and also a result of
Candela [2] detailing the structure of the set S3(A) (see (1.8) for a definition).

I. Quadratic averages. Let G and H be finite abelian group, let X ⊆ G, and let γ : X → H.
The function γ is called linear on X if it vanishes along any parallelogram contained in X,
that is to say, for any (x, x+ h1, x+ h2, x+ h1 + h2) ∈ X4 we have that

γ(x)− γ(x+ h1)− γ(x+ h2) + γ(x+ h1 + h2) = 0.

The function γ is called quadratic on X if it vanishes along all parallelepipeds contained in X;
that is for any

(x, x+ h1, x+ h2, x+ h3, x+ h1 + h2, x+ h1 + h3, x+ h2 + h3, x+ h1 + h2 + h3) ∈ X8

we have that

γ(x)−γ(x+h1)−γ(x+h2)−γ(x+h3)+γ(x+h1+h2)+γ(x+h1+h3)+γ(x+h2+h3)−γ(x+h1+h2+h3) = 0.

Let B be a regular Bohr set7 in Zn and let q : B → T be quadratic on B. A quadratic
average of base (B, q) in Zn is a function Q : Zn → C given by

Q(x) = Ey∈x−B e(qy(x)), (3.1)

where for each y, the mapping qy is a quadratic map on B given by qy(x) = q(x−y)+ϕy(x−y)
such that for each y, the mapping ϕy : B → T is linear on B.

The complexity of a Bohr set B = B(K, %) with frequency set K and radius % is the pair
(|K|, %). A Bohr set B is said to have complexity at most (d, %) if there exists a set K of
cardinality at most d and a %′ ≥ % such that B = B(K, %′). The complexity of a quadratic
average is that of the Bohr set appearing in its base.

II. Throughout this section, C0 = 224. The following is the so called inverse U3 theorem as
this appears in [10, Theorem 3.2].

Theorem 3.2. (The inverse U3 theorem) Let f : Zn → C with ‖f‖∞ ≤ 1 and ‖f‖U3(Zn) ≥ δ.
Then there exists a regular Bohr set B of complexity at most ((2/δ)C0 , (δ/2)C0) and a quadratic
map q : B → ZN such that |〈f,Q〉| ≥ (δ/2)C0/2 where Q is a quadratic average with base
(B, q).

7We refer the reader to [19, Chapter 4] for the terminology and basic properties involving Bohr sets.
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III. The structure of S3(A). By [2, Lemma 3]

‖S3‖∗U3(G) ≤ α
3/2, (3.3)

where ‖ · ‖∗U3(G) denotes the dual U3 norm given by

‖f‖∗U3(Zn) = sup
g:‖g‖U3(Zn)≤1

|〈f, g〉| (3.4)

with f, g : Zn → C and 〈f, g〉 = Ex∈Zn f(x)g(x).
Functions with bounded dual U3 norm admit a "simple" structure in the sense that these

can be expressed as a small sum of quadratic averages (see (3.6) for a rigours explanation).
This qualitative statement was made quantitative by Candela [2, Theorem 4] who specialised
the Gowers-Wolf decomposition theorem [10, Theorem 7.5] for functions with bounded dual
U3 norm.

By (3.3) and [2, Theorem 4] we have the following.

Theorem 3.5. (The structure of S3)
Let α > 0 and δ > 0; set

d = (2α3/2/δ)C0 , % = (δ/2α3/2)C0 ,

and let ξ ∈ (0, 2−17d−4δ8).
If A ⊆ Zn, n odd, is a subset of density α then:

S3(x) =

k∑
i=1

Ui(x)Qi(x) + g(x) (3.6)

such that the following holds.

1. For each i ∈ [k], Qi is a quadratic average on G of complexity at most (d, ξ%/400d4d).

2. The functions Ui : G→ C satisfy the the following.

(a)
∑k

i=1 ‖Ui‖∞ ≤ 4d, and

(b) for each i ∈ [k], Ui(x) = Wi(x)+Vi(x) such that ‖Vi‖L1(G) ≤ 296ξd and ‖Wi‖∗U2(G) ≤
4γ−3/4d, where γ is the density of a Bohr set of complexity at most

(K,ϕ) = (2d+ 249δ−24(4d)12, 2−168δ48(4d)−24ξ6d−64−d).

3. k ≤ 32(d/δ)2.

4. ‖g‖L1(G) ≤ 3δ.

IV. For future reference, let us note here that by a result of Gowers [7, 8], if A ⊆ Zn has
density α (independent of n), then there exists a constant L such that whenever n ≥ nα, then

|S3|/n ≥ C(α), (3.7)

where
nα = exp exp(α−L). (3.8)
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§3.2 Proof of Theorem 1.6.

We now prove Theorem 1.6. Throughout the proof we shall only use the fact that γ
(per Theorem 3.5) satisfies γ ≥ ϕ|K| (K per Theorem 3.5), by [19, Lemma 4.20]. For future
reference, we note here that this lower bound is a function of δ and ξ (per Theorem 3.5) and
we denote it by

β = β(δ, ξ) = ϕ|K|. (3.9)

Proof of Theorem 1.6. Given A,S, α, and σ as in the premise of Theorem 1.6, we put
S3 = S3(A). For every n ≥ nα (per (3.8)), we show that for every ν > 0 there exists a choice
for η (per Theorem 1.6) such that ∣∣∣∣ |S ∩ S3|

n
− |S|

n

|S3|
n

∣∣∣∣ ≤ ν, (3.10)

and thus bound the deviation of |S ∩ S3| from what one would expect it to be if S was truly
random. Theorem 1.6 is then clearly implied by (3.10).

In what follows then we prove (3.10). Given ν, set:

δ =
ν

106
, ξ = min{νδ

2%3

106
,

δ8

217d4
} ε =

νδ2%2

106
, (3.11)

where d and % are as in Theorem 3.5. In addition, set η so that

ηC0 ≤ min{νε
4β3δ2%6

106
,

ξ%2

4004d
}, (3.12)

where β is as in (3.9). In particular we have: 0 < η < ε < δ < 1 and 0 < η < ξ < δ < 1.

Set fS(x) = S(x)− |S|/n and note that∣∣∣∣ |S ∩ S3|
n

− |S|
n

|S3|
n

∣∣∣∣ = |(fS ∗ S3)(0)|.

Then, Theorem 3.5, applied with A, α, δ, and ξ, yields

|(fS ∗ S3)(0)| ≤ |
k∑
i=1

Ey∈Zn Ui(y)Qi(y)fS(−y)|+ |Ey∈Zn g(y)fS(−y)|

≤ |
k∑
i=1

Ey∈Zn Wi(y)Qi(y)fS(−y)|+ |
k∑
i=1

Ey∈Zn Vi(y)Qi(y)fS(−y)|+ |Ey∈Zn g(y)fS(−y)| ,

(3.13)

where Qi, Ui,Wi, Vi, g, and k are as in Theorem 3.5.
In what follows, we provide upper bound estimations for each of the terms appearing on the

right hand side of (3.13). The term involving g can be upper bounded by ‖g‖L1(Zn); indeed,
it is not hard to verify that since ‖S‖∞ ≤ 1 we have that

|Ey∈Zn g(y)fS(−y)| ≤ 2‖g‖L1(Zn). (3.14)

Consider the term on the right hand side of (3.13) involving Vi. As ‖S‖∞ ≤ 1 and since
‖Qi‖∞ ≤ 1 for every i ∈ [k], we have that for every i ∈ [k]

|Ey∈Zn Vi(y)Qi(y)fS(−y)| ≤ 2‖Vi‖L1(Zn), (3.15)
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so that

|
k∑
i=1

Ey∈Zn Vi(y)Qi(y)fS(−y)| ≤ 2kmax
i∈[k]
‖Vi‖L1(Zn). (3.16)

Consider the term on the right hand side of (3.13) involving Wi. For each i, we have that
‖Wi‖∗U2(Zn) ≤ 4β−3/4d (by Theorem 3.5), where ‖ · ‖∗U2(Zn) denotes the dual U

2 norm given by

‖f‖∗U2(Zn) = sup
g:‖g‖U2(Zn)≤1

|〈f, g〉|.

The following version of [2, Lemma 2] then provides a useful decomposition of Wi.

Lemma 3.17. Let f : Zn → C and let ζ > 0. Then there exists a g : Zn → C satisfying

‖f − g‖L2(Zn) ≤ ζ, |supp ĝ| ≤ (‖f‖∗U2(Zn)/ζ)4.

By Lemma 3.17, applied to Wi with ζ = ε (and ε as in (3.11)), we have that Wi = gi + hi
where ‖hi‖L2(Zn) ≤ ε and |supp ĝi| ≤ Li where Li ≤ (‖Wi‖∗U2(Zn)/ε)

4. Now, the term on the
right hand side of (3.13) involving Wi satisfies

|
k∑
i=1

Ey∈Zn Wi(y)Qi(y)fS(−y)| ≤
k∑
i=1

|Ey∈Zn gi(y)Qi(y)fS(−y)|+
k∑
i=1

|Ey∈Zn hi(y)Qi(y)fS(−y)|.

(3.18)
By Cauchy-Schwarz and the fact that ‖S‖∞ ≤ 1 and ‖Qi‖∞ ≤ 1 for each i ∈ [k], we have that

k∑
i=1

|Ey∈Zn hi(y)Qi(y)fS(−y)| ≤ 2kmax
i∈[k]
‖hi‖L2(Zn). (3.19)

In addition, we see that

k∑
i=1

|Ey∈Zn gi(y)Qi(y)fS(−y)| ≤
k∑
i=1

Li|Ey∈Zn Q
∗
i (y)fS(−y)|, (3.20)

where Q∗i is as follows. For a given y ∈ Zn we have that gi(y) = rye
iϑy as this is a complex

number. The assumption |supp ĝi| ≤ Li implies that |ry| ≤ Li for every y ∈ Zn. Consequently,
we may write

k∑
i=1

|Ey∈Zn gi(y)Qi(y)fS(−y)| ≤
k∑
i=1

|Ey∈Zn Lie
iϑyQi(y)fS(−y)|

≤
k∑
i=1

Li|Ey∈Zn e
iϑyQi(y)fS(−y)|.

For a quadratic average Qi, let qy,i(x) = qi(x − y) + ϕy,i(x − y) denote the quadratic form
defining Qi (see (3.1)). Put ϕ∗y,i(z) = ϕ∗y,i(z) + ϑy; which remains linear. Let, now q∗y,i(x) =
qi(x− y) +ϕ∗y,i(x− y), and define Q∗i to be the quadratic average defined over q∗y,i (per (3.1)).

Coming back to (3.20), we seek to estimate |Ey∈Zn Q
∗
i (y)fS(−y)|. We invoke Theorem 3.2

as follows. Put m(x) = f−S(x)/2; so that ‖m‖∞ ≤ 1 (since ‖f−S‖∞ ≤ 2), and observe that
‖m‖U3(Zn) ≤ ‖S‖U3(Zn)/2 ≤ η/2. Then, by Theorem 3.2, we have that

|〈mS , Q
∗
i 〉| = |Ey∈Zn Q

∗
i (y)mS(y)| ≤ (η/4)C0/2, (3.21)
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provided that

d ≤
(

4

η

)C0

, (3.22)

and that there exists a ξ ∈ (0, 2−17d−4δ8) for which(η
4

)C0

≤ ξ%

400d4d
, (3.23)

where d, ξ and % are as in Theorem 3.5, and we recall that each Qi is defined on a Bohr set of
complexity at most (d, ξ%/400d4d).

By our choice of η (see (3.12)) both of these conditions ((3.22) and (3.23)) are satisfied.
Then, (3.21) and the observation that ‖fS‖U3(Zn) = ‖f−S‖U3(Zn) yield that

|Ey∈Zn Q
∗
i (y)fS(−y)| ≤

(η
4

)C0

. (3.24)

As a result, we now have that if (3.22) and (3.23) both hold then

k∑
i=1

|Ey∈Zn gi(y)Qi(y)fS(−y)| ≤ k
(η

4

)C0

max
i∈[k]

Li. (3.25)

Collecting all of the above estimations (i.e., (3.14), (3.16), (3.19), and (3.25)) we arrive at

|(fS ∗S3)(0)| ≤ k (η/4)C0 max
i∈[k]

Li+2kmax
i∈[k]
‖hi‖L2(Zn) +2kmax

i∈[k]
‖Vi‖L1(Zn) +2‖g‖L1(Zn) (3.26)

It is not hard not to verify that due to our choice of constants (see (3.11) and (3.12)) each of
the terms appearing on the right hand side of (3.26) is at most ν/4.

This concludes our proof of Theorem 1.6. �

§4. 3SAPs in subsets of Fnp
In this section, we prove our main result, that is Theorem 1.7. In § 4.1 and § 4.2 we prepare

for the proof of Theorem 1.7 presented in § 4.4

§4.1 A generalised von Neumann type lemma.

The aim of this section is to prove Corollary 4.19 stated below.

I. Let G be a finite abelian group. For h ∈ G and a function f : G→ C, we write

∆(f, h)(x) = f(x)f(x+ h). (4.1)

With this notation we have that

‖f‖2dUd(G) = Eh∈G ‖∆(f, h)‖2d−1

Ud−1(G), (4.2)

whenever d ≥ 2 [19, Chapter 11]. Also, for S ⊆ G and any h ∈ G, it is not hard to see that

‖∆(S, h)‖U2(G) ≤ ‖S‖U2(G) (4.3)

In addition, let us record here for future reference the elegant quality

‖f‖U2(G) = ‖f̂‖
`4(Ĝ)

(4.4)

see e.g., [19, pg. 419].
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II. Given S ⊆ G, we consider

|Ex∈G,d∈S f1(x)f2(x+ d)f3(x+ 2d)| = |Ex∈G,d∈G f1(x)f2(x+ d)f3(x+ 2d)µS(d)| , (4.5)

where µS(x) = S(x) (Ex∈G S(x))−1 = S(x)/‖S‖L1(G), and seek to provide an upper bound
estimation in the case that S is dense and pseudorandom in the sense that ‖S‖U2(G) is small.
This estimation is presented in Corollary 4.19. In the next lemma we consider (4.5) without
the normalisation by ‖S‖L1(G).

Lemma 4.6. Let k ≥ 3 be an integer, let F = {f1, . . . , fk} ⊂ CG be a collection of complex
valued functions over G, and let S ⊆ G. If ‖f‖∞ ≤ 1 for each f ∈ F \ {g} for some g ∈ F ,
then

|Ex,d∈G f1(x) · · · fk(x+ (k − 1)d)S(d)| ≤
(
‖S‖2L1(G) + ‖S‖u‖S‖L1(G)

)1/2k−1

‖g‖Uk(G). (4.7)

Remarks.

1. For our needs, the case k = 3 is sufficient; nevertheless, treating an arbitrary k is not
much of a burden.

2. As in Theorem 1.7 the set S is dense, we can make do with the weaker bound

|Ex,d∈G f1(x) · · · fk(x+ (k − 1)d)S(d)| ≤ ‖g‖Uk(G) (4.8)

instead of (4.7). Nevertheless, we find (4.7) more insightful and since its proof does not
significantly prolong the argument we provide its proof. In Paragraph § 4.1.III below we
indicate what is to be altered in order to attain (4.8) with a slightly shorter argument.

3. Comparing (4.7) or (4.8) with the traditional generalised von Neumann theorem [19,
Lemma 11.4] we see that when S = G then one can replace Uk in (4.8) with Uk−1. In
the sequel this is precisely the reason why our approach of using the arithmetic regularity
lemma to prove Theorem 1.7 is applied for the U3 norm and not with the U2 norm.

Proof of Lemma 4.6. The proof is by induction on k. We assume, without loss of generality,
that f2 = g and show that

|Ex,d∈G f1(x) · · · fk(x+ (k − 1)d)S(d)| ≤
(
‖S‖2L1(G) + ‖S‖u‖S‖L1(G)

)1/2k−1

‖f2‖Uk(G). (4.9)

We begin by following the traditional argument for the generalised von Neumann theorem
for arithmetic progressions [19, Lemma 11.4]. By Cauchy-Schwarz, we may write

| Ex,d∈Gf1(x) · · · fk(x+ (k − 1)d)S(d) |2

≤ ‖f1‖2L2(G) Ex∈G |Ed∈G f2(x+ d) · · · fk(x+ (k − 1)d)S(d)|2

≤ Ex∈G |Ed∈G f2(x+ d) · · · fk(x+ (k − 1)d)S(d)|2 ; (4.10)

For the right hand side of (4.10) we have

Ex∈G | Ed∈G f2(x+ d) · · · fk(x+ (k − 1)d)S(d) |2

= Ex∈G (Ed∈G f2(x+ d) · · · fk(x+ (k − 1)d)S(d)) (Ed′∈G f2(x+ d′) · · · fk(x+ (k − 1)d)S(d′))

= Ex,d,d′∈G f2(x+ d)f2(x+ d′) · · · fk(x+ (k − 1)d)fk(x+ (k − 1)d′)S(d)S(d′).
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Setting y = x+ d and h = d′ − d in the last expression yields

= Ey,h,d∈G f2(y)f2(y + h) · · · fk(y + (k − 2)d)fk(y + (k − 1)h+ (k − 2)d)S(d)S(d+ h)

= Ey,h,d∈G ∆(f2, h)(y) · · ·∆(fk, (k − 1)h)(y + (k − 2)d)∆(S, h)(d)

≤ Eh∈G |Ey,d∈G ∆(f2, h)(y) · · ·∆(fk, (k − 1)h)(y + (k − 2)d)∆(S, h)(d)| . (4.11)

Combining (4.10) with (4.11) yields

| Ex,d∈Gf1(x) · · · fk(x+ (k − 1)d)S(d) |2

≤ Ey,h,d∈G ∆(f2, h)(y) · · ·∆(fk, (k − 1)h)(y + (k − 2)d)∆(S, h)(d). (4.12)

The induction base. At this point we depart from the traditional argument for the gener-
alised von Neumann theorem for arithmetic progressions [19, Lemma 11.4]. To establish the
induction base, we now consider (4.12) for k = 3. By Fourier inversion, the right hand side of
(4.12) can be written as follows

Ey,d,h

∑
ξ1∈Ĝ

∆̂(f2, h)(ξ1)ξ1(y)

∑
ξ2∈Ĝ

̂∆(f3, 2h)(ξ2)ξ2(y + d)

∑
ξ3∈Ĝ

∆̂(S, h)(ξ3)ξ3(d)


= Eh∈G

∑
ξ1,ξ2,ξ3∈Ĝ

∆̂(f2, h)(ξ1) ̂∆(f3, 2h)(ξ2)∆̂(S, h)(ξ3)Ey∈G ξ1(y)ξ2(y)Ed∈G ξ2(d)ξ3(d)

= Eh∈G
∑
ξ∈Ĝ

∆̂(f2, h)(ξ) ̂∆(f3, 2h)(−ξ)∆̂(S, h)(ξ), (4.13)

where the last equality is due to orthogonality relations.
The absolute value of the summand in the sum appearing on the right hand side of (4.13)

is at most ‖∆̂(f2, h) ̂∆(f3, 2h)∆̂(S, h)‖
`1(Ĝ)

; so that

| Ex,d∈G f2(x+ d)f3(x+ 2d)S(d) |2 ≤ Eh∈G ‖∆̂(f2, h) ̂∆(f3, 2h)∆̂(S, h)‖
`1(Ĝ)

(4.14)

so that by Hölder’s inequality we arrive at

≤ Eh∈G ‖∆̂(f2, h)‖
`4(Ĝ)
‖ ̂∆(f3, 2h)‖

`4(Ĝ)
‖∆̂(S, h)‖

`2(Ĝ)
.

Then, by (4.4) and the Parseval equality:

= Eh∈G ‖∆(f2, h)‖U2(G)‖∆(f3, 2h)‖U2(G)‖∆(S, h)‖L2(G).

By (4.3), ‖∆(f3, 2h)‖U2(G) ≤ ‖f3‖U2(G); and as ‖f3‖∞ ≤ 1 then ‖f3‖U2(G) ≤ 1 so that:

≤ Eh∈G ‖∆(f2, h)‖U2(G)‖∆(S, h)‖L2(G). (4.15)

At this point we note that as S is a boolean function so is ∆(S, h); then for any fixed
h ∈ G

‖∆(S, h)‖2L2(G) = Ex∈G S(x)S(x+ h) =
#{(x, x+ h) ∈ S}

N
,

i.e., ‖∆(S, h)‖2L2(G) is simply the density of configurations of the form (x, x+h) in the set8 S.
Now, as

Ex∈G S(x)S(x+ h) = |Ŝ(0)|2 ± ‖S‖u‖S‖2L2(G) = ‖S‖2L1(G) ± ‖S‖u‖S‖L1(G),

8At this point it is insightful to think of S as a truly random set in which case we expect ‖∆(S, h)‖2L2(G) ≈
‖S‖2L1 .
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(where we again use the fact that S is boolean), we arrive at

‖∆(S, h)‖L2(G) =
(
‖S‖2L1(G) ± ‖S‖u‖S‖L1(G)

)1/2
;

in particular, (4.15) now reads

| Ex,d∈G f2(x+ d)f3(x+ 2d)S(d) |2 ≤
(
‖S‖2L1(G) + ‖S‖u‖S‖L1(G)

)1/2
Eh∈G ‖∆(f2, h)‖U2(G).

Observe now that

( Eh∈G ‖∆(f2, h)‖U2(G) )4 = ( ( Eh∈G ‖∆(f2, h)‖U2(G) )2 )2

≤ ( Eh∈G ‖∆(f2, h)‖2U2(G) )2

≤ Eh∈G ‖∆(f2, h)‖4U2(G)

(4.2)
= ‖f2‖8U3(G), (4.16)

where both inequalities are due to Cauchy-Schwarz. Consequently,

| Ex,d∈G f2(x+ d)f3(x+ 2d)S(d) | ≤
(
‖S‖2L1(G) + ‖S‖u‖S‖L1(G)

)1/4
‖f2‖U3(G)

yielding (4.9) for k = 3 as required.

The induction step. Suppose then that k > 3 and that (4.7) holds for k − 1. From (4.12)
we have that

| Ex,d∈Gf1(x) · · · fk(x+ (k − 1)d)S(d) |2

≤ Eh∈G | Ey,d∈G ∆(f2, h)(y) · · ·∆(fk, (k − 1)h)(y + (k − 2)d)∆(S, h)(d) | . (4.17)

The function ∆(S, h) is boolean. Moreover, ‖∆(fi, (i − 1)h)‖∞ ≤ 1 since ‖fi‖∞ ≤ 1 for each
i ∈ [3, k]. Consequently, the inner expectation in (4.17) is

≤
(
‖S‖2L1(G) + ‖S‖u‖S‖L1(G)

)1/2k−2

‖∆(f2, h)‖Uk−1(G),

by the induction hypothesis. Observe now that(
Eh∈G ‖∆(f2, h)‖Uk−1(G)

)2k−1

≤ Eh∈G ‖∆(f2, h)‖2k−1

Uk−1(G)

(4.2)
= ‖f2‖2

k

Uk(G), (4.18)

where the first inequality follows by k − 1 applications of Cauchy-Schwarz. Assertion (4.9)
now follows. �

III. Regarding (4.8). Now that we have seen a proof for (4.7), let us revisit the weaker (4.8).
To prove the latter with a slightly shorter argument, consider the induction basis of the
argument above; in particular, consider (4.14) which we recall here:

| Ex,d∈G f2(x+ d)f3(x+ 2d)S(d) |2 ≤ Eh∈G ‖∆̂(f2, h) ̂∆(f3, 2h)∆̂(S, h)‖
`1(Ĝ)

.

Now, apply Hölder’s inequality as to attain

≤ Eh∈G ‖∆̂(f2, h)‖
`4(Ĝ)
‖ ̂∆(f3, 2h)‖

`2(Ĝ)
‖∆̂(S, h)‖

`4(Ĝ)
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(compare the application of Hölder’s inequality here and that used in the proof above). Then
by (4.4) and Parseval’s equality

= Eh∈G ‖∆(f2, h)‖U2(G)‖∆(f3, 2h)‖L2(G)‖∆(S, h)‖U2(G).

As S is boolean, then ‖∆(S, h)‖U2(G) ≤ ‖S‖U2(G) ≤ 1, and as ‖f3‖∞ ≤ 1, by assumption, then
‖∆(f3, 2h)‖L2(G) ≤ 1; consequently we get

≤ Eh∈G ‖∆(f2, h)‖U2(G).

From here continue as in the argument above (with the necessary modifications to the induction
step).

To summarise the difference between the proofs for (4.7) and (4.8), we see that for the
former we allow the nature of S to take part in the estimate by considering the count of
some two point configurations in it. For the latter, we ignore S by taking the trivial bound
‖∆(S, h)‖U2(G) ≤ 1.

IV. As mentioned above, we are in fact interested in an upper bound for (4.5). The following
corollary of Lemma 4.6 provides such an upper bound.

Corollary 4.19. Let k ≥ 3 be an integer, S ⊆ G a subset, and let F = {f1, . . . , fk} ⊂ CG
be a collection of complex valued functions over G. Suppose that ‖f‖∞ ≤ 1 for each f ∈ F\{g}
for some g ∈ F . Then,

|Ex∈G,d∈G f1(x) · · · fk(x+ (k − 1)d)µS(d)| ≤
(
‖S‖2L1(G) + ‖S‖u‖S‖L1(G)

)1/2k−1

‖g‖Uk(G)‖S‖−1
L1(G)

(4.20)

V. As mentioned in the remarks made after the statement of Lemma 4.6, for our needs the
weaker bound

|Ex∈G,d∈G f1(x) · · · fk(x+ (k − 1)d)µS(d)| ≤ ‖g‖Uk(G)‖S‖−1
L1(G)

(4.21)

shall suffice.

VI. For pseudorandom sets S in the sense that ‖S‖u is dominated by ‖S‖L1(G) we have that
‖S‖2L1(G) dominates ‖S‖u‖S‖L1(G) so that (4.20) for k = 3 becomes

|Ex∈G,d∈G f1(x)f2(x+ d)f3(x+ 2d)µS(d)| � ‖g‖Uk(G)‖S‖
−1/2
L1(G)

.

This type of bound is too weak to handle sets S of density o(1).

§4.2 The arithmetic regularity lemma for U3 in Fnp .

The aim of this section is to state Theorem 4.25; the so called arithmetic regularity lemma
for the U3 norm for functions over Fnp . The general version of this decomposition theorem was
established by Green and Tao in [15]. For us, the version of [13] is sufficient and we state it
here. Some preparation is required.
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I. Factors. Let f1, . . . , fk ∈ CFn
p . A σ-algebra of Fnp with each of its atoms of the form

{x ∈ Fnp : f1(x) = z1, . . . , fk(x) = zk},

where (z1, . . . , zk) ∈ C, is called a factor of Fnp . A factor of Fnp each of whose atoms has
the form {x ∈ Fnp : (rT

1 x, . . . , r
T
k x) = a} where r1, . . . , rk, a ∈ Fkp is called a linear factor of

complexity k, and we say that this linear factor is generated by the values r1, . . . , rk ∈ Fnp .
We use the members of Fkp in order to represent the various atoms of such a linear factor by
mapping a member x ∈ Fnp to the vector (rT

1 x, . . . , r
T
k x) ∈ Fkp.

Definition 4.22. [Quadratic factor]
Let r1, . . . , rd1 ∈ Fnp and let M1, . . . ,Md2 be symmetric n × n matrices over Fp. Let B1 be
the linear factor generated by r1, . . . , rd1 , and let B2 be the factor generated9 by the quadratic
forms xTM1x, . . . , x

TMd2x and the linear forms rT
1 x, . . . , r

T
d1
x. The pair (B1,B2) is called a

quadratic factor of complexity (d1, d2).

Let (B1,B2) be as in Definition 4.22. The atoms of B1 are indexed using the elements of
Fd1p as described above. In a similar way, the atoms of B2 are indexed using the elements of
Fd1p × Fd2p ; that is, we map an x ∈ Fnp to the pair

(Γ(x),Φ(x)) = ((rT
1 x, . . . , r

T
d1x), (xTM1x, . . . , x

TMd2x)) ∈ Fd1p × Fd2p .

We identify an atom of a quadratic factor with its index. Given a pair (a, b) ∈ Fd1p × Fd2p
that indexes an atom of B2 and an element x ∈ Fnp , we write x ∈ (a, b) to denote that x belongs
to the atom whose index is (a, b), i.e., that (Γ(x),Φ(x)) = (a, b) holds.

II. For a σ-algebra B of Fnp and x ∈ Fnp , we write B(x) to denote the atom of B containing x.
Then, given f ∈ CFn

p we write

E (f |B) (x) = EB(x) f =
1

|B(x)|
∑

y∈B(x)

f(y) (4.23)

to denote the average of f over the atom of B containing x. The function E (f |B) : G→ C is
called the conditional expectation of f with respect to B.

We say that g ∈ CFn
p is measurable with respect to B if it is constant on each atom of B.

By definition, the conditional expectation E(g|B) of any function g ∈ CFn
p is measurable with

respect to B.

III. Let A ⊆ Fnp . Let us record here for future reference the fact that

E(A|B) ∈ [0, 1] (4.24)

since E(1A|B)(x) = |A ∩ B(x)|/|B(x)|.

IV. We write rkM to denote the rank of a matrix M . A quadratic factor of complexity
(d1, d2) satisfying

rk (λ1M1 + · · ·+ λd2Md2) ≥ r
for any λ1, . . . , λd2 ∈ Fp not all zero, where M1, . . . ,Md2 are the symmetric matrices involved
in its generation, is said to have rank at least r.

9The atoms of B2 have the form

{x ∈ Fn
p : rT1 x = c1, . . . , r

T
d1x = cd1and xTM1x = z1, . . . , x

TMd2x = zd2},

where (r1, . . . , rd1) ∈ Fd1
p and (z1, . . . , zd2) ∈ Fd2

p .
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V. We are ready to state the regularity lemma that we shall be using. This can be found
in [13, Proposition 3.12] and also in [9, Theorem 3.5].

Theorem 4.25. (The arithmetic regularity lemma for U3 in Fnp )
For every real δ > 0 and every two growth functions ωrk, ωuni : R+ → R+ (which may be
independent of δ) there exists an n0 such that for every integer n ≥ n0 the following holds.

For every function f : Fnp → [−1, 1] there exists a constant d0, a quadratic factor (B1,B2),
and a decomposition f = fstr + funi + fneg satisfying the following terms.

1. The complexity of (B1,B2) is at most (d1, d2) where d1, d2 ≤ d0;

2. the rank of (B1,B2) is at least ωrk(d1 + d2);

3. and
fstr = E(f |B2), ‖fneg‖L2(Fn

p ) ≤ δ, and ‖funi‖U3(Fn
p ) ≤ 1/ωuni(d1 + d2).

§4.3 Counting 3SAPs along atoms of quadratic factors.

I. The aim of this section is to establish Lemma 4.31. The purpose of this lemma is to count
3SAPs along a function of the form of fstr (see Theorem 4.25) that we shall obtain after
regularising the set A in the proof of Theorem 1.7 (see § 4.4).

II. As fstr is constant on the atoms of the quadratic factor (over which it is defined) this task of
counting reduces to considering three atoms (a(0), b(0), (a(1), b(1), and (a(2), b(2) of a quadratic
factor and counting triplets of the form {x, x + d, x + 2d} satisfying d ∈ S, x ∈ (a(0), b(0),
x+ d ∈ (a(1), b(1), and x+ 2d ∈ (a(2), b(2).

III. For reasons arising in the proof of Theorem 1.7 we shall need to consider quadruplets of
atoms instead of triplets of atoms. For further discussion on this issue see Paragraph § 4.4. IX.

We require some preparation.

IV. Throughout, ω = e2πi/p. The following is the well-known estimate for Gauss sums over
Fnp (cf., [9, Lemma 3.2] or [13, Lemma 3.1]).

Lemma 4.26. (Gauss sums over Fnp )
Let M be a symmetric n× n matrix over Fp of rank r and let b ∈ Fnp . Then,∣∣∣Ex∈Fn

p
ωx

TMx+bTx
∣∣∣ ≤ p−r/2.

V. The size of an atom of a quadratic factor of Fnp can be estimated as follows; see [9,
Corollary 3.9] or [13, Lemma 4.2].

Lemma 4.27. (Size of an atom)
We have ∣∣{x ∈ Fnp : x ∈ (a, b)}

∣∣
pn

= p−(d1+d2) ± p−r/2 (4.28)

whenever (a, b) ∈ Fd1p × Fd2p is an atom of a quadratic factor of rank at least r and complexity
at most (d1, d2).
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VI. Viable quadruples of atoms. Let S ⊆ Fnp , and let (B1,B2) be a quadratic factor of Fnp
of complexity at most (d1, d2). a 4AP {x, x+ d, x+ 2d, x+ 3d} with d ∈ S satisfies

x ∈ (a(0), b(0), x+ d ∈ (a(1), b(1), x+ 2d ∈ (a(2), b(2), x+ 3d ∈ (a(3), b(3)

(and (a(i), b(i)) are atoms of (B1,B2)) if and only if

(a(0), a(1), a(2), a(3)) is a 3Γ(S)AP in Fd1p , (4.29)

where Γ is as in § 4.2, and Γ(S) is the image of S under Γ. In addition,

b(0) − 3b(1) + 3b(2) − b(3) = 0. (4.30)

The necessity of (4.29) and (4.30) is trivial and can be seen by simply considering the
expressions {Γ(x),Γ(x+ d),Γ(x+ 2d),Γ(x+ 3d)} and {Φ(x),Φ(x+ d),Φ(x+ 2d),Φ(x+ 3d)}.
The sufficiency can be seen through the proof of Lemma 4.31 below (shall indicate this);
alternatively, one may consult [13, Lemma 4.3].

A quadruple of atoms ((a(0), b(0), (a(1), b(1), (a(2), b(2), (a(3), b(3)) satisfying (4.29) and (4.30)
is called viable.

VII. Counting. We arrive at the main lemma of this section. Here, given a viable quadruple
of atoms ((a(0), b(0), (a(1), b(1), (a(2), b(2), (a(3), b(3)) we count 3APs with gap in S along the
first three atoms within the quadruple.

Lemma 4.31. (Counting 3SAPs along quadratic factors)
Let S ⊆ Fnp , let (B1,B2) be a quadratic factor of Fnp of rank at least r and complexity at most
(d1, d2), and let ((a(0), b(0), (a(1), b(1), (a(2), b(2), (a(3), b(3)) be viable. Then,

| {(x, d) ∈ Fnp × S : x+ jd ∈ (a(j), b(j)), 0 ≤ j ≤ 2} | = (4.32)[
p−2d1−3d2 ±

(
‖S‖u‖S‖−1

L1(Fn
p )

+ 4p−r/2
)]
pn|S|.

Proof. Put
X = {(x, d) ∈ Fnp × S : x+ jd ∈ (a(j), b(j)), 0 ≤ j ≤ 2};

so that |X| denotes the number of 3SAPs spanned by the triplet ((a(0), b(0)), (a(1), b(1)), (a(2), b(2))).
We express |X| as follows. By orthogonality relations of the characters of Fd1p , a pair

(x, d) ∈ Fnp × S belongs to the set

{(x, d) ∈ Fnp × S : Γ(x+ jd) = a(j), 0 ≤ j ≤ 2}

provided that

p−3d1

2∏
j=0

∑
µ∈Fd1

p

ωµ
T(Γ(x+jd)−a(j)) = 1;

(sufficiency of (4.29) for 3SAPs is now given through the exponent of the summands). Simi-
larly, by orthogonality relations of the characters of Fd2p , a pair (x, d) ∈ Fnp × S belongs to the
set

{(x, d) ∈ Fnp × S : Φ(x+ jd) = b(j), 0 ≤ j ≤ 2}

provided that

p−3d2

2∏
j=0

∑
λ∈Fd2

p

ωλ
T(Φ(x+jd)−b(j)) = 1;
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(if this term would have been written for 4APs then the sufficiency of (4.30) would be seen
through the exponent of the summands).

Then

|X| = p−3d1−3d2
∑

x∈Fn
p ,d∈S

2∏
j=0

 d1∏
i=1

∑
µ
(j)
i ∈Fp

ω
µ
(j)
i

(
rTi (x+jd)−a(j)i

)
 d2∏
`=1

∑
λ
(j)
` ∈Fp

ω
λ
(j)
`

(
(x+jd)TM`(x+jd)−b(j)`

) .
Rearranging the above sum we arrive at

|X| = p−3d1−3d2
∑

x∈Fn
p ,d∈S

∑
µ
(j)
i ,λ

(j)
`

ωx
TPx+dTRx+dTLd+uTx+vTd−h, (4.33)

where the inner sum ranges over µ(j)
i , λ

(j)
` ∈ Fp for 0 ≤ j ≤ 2, 1 ≤ i ≤ d1, 1 ≤ ` ≤ d2, and

where

P =

d2∑
i=1

(
λ

(0)
i + λ

(1)
i + λ

(2)
i

)
Mi;

R =

d2∑
i=1

(
2λ

(1)
i + 4λ

(2)
i

)
Mi;

L =

d2∑
i=1

(
λ

(1)
i + 4λ

(2)
i

)
Mi;

u =

d1∑
i=1

(
µ

(0)
i + µ

(1)
i + µ

(2)
i

)
ri;

v =

d1∑
i=1

(
µ

(1)
i + 2µ

(2)
i

)
ri;

h =
2∑
j=0

d1∑
i=1

µ
(j)
i a

(j)
i +

2∑
j=0

d2∑
i=1

λ
(j)
i b

(j)
i .

Note that each of the matrices P,R, and L is the sum of symmetric matrices. Also, as (B1,B2)
has rank at least r, then each of these matrices that is not identically zero has rank at least r.

Note that

‖S‖−1
L1(Fn

p )
p−2n|X| =

‖S‖−1
L1(Fn

p )
p−3d1−3d2

∑
µ
(j)
i ,λ

(j)
`

Ex,d∈Fn
p
S(d)ωx

TPx+dTRx+dTLd+uTx+vTd−h, (4.34)

and let us focus now on the expectations appearing as summands on the right hand side
of (4.34). In particular, let E(P = 0, L = 0) denote the term

Ex,d∈Fn
p
S(d)ωx

TPx+dTRx+dTLd+uTx+vTd−h

with P and L set to zero. In a similar manner, let us introduce the terms E(P 6= 0, L = 0),
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E(P = 0, L 6= 0), E(P 6= 0, L 6= 0). We may rewrite (4.34) as

‖S‖−1
L1(Fn

p )
p−2n|X| = (4.35)

‖S‖−1
L1(Fn

p )
p−3d1−3d2

∑
µ
(j)
i ,λ

(j)
`

P=L=0

E(P = 0, L = 0)

+ ‖S‖−1
L1(Fn

p )
p−3d1−3d2

∑
µ
(j)
i ,λ

(j)
`

P 6=0,L=0

E(P 6= 0, L = 0)

+ ‖S‖−1
L1(Fn

p )
p−3d1−3d2

∑
µ
(j)
i ,λ

(j)
`

P=0,L 6=0

E(P = 0, L 6= 0)

+ ‖S‖−1
L1(Fn

p )
p−3d1−3d2

∑
µ
(j)
i ,λ

(j)
`

P 6=0,L 6=0

E(P 6= 0, L 6= 0)

1. The term E(P = 0, L = 0). Let us write E(P = 0, L = 0, R = 0) and E(P = 0, L =
0, R 6= 0) to denote the term E(P = 0, L = 0) with R set to zero or otherwise, respec-
tively. Recall that

E(P = 0, L = 0) = Ed∈Fn
p
S(d)ωv

Td Ex∈Fn
p
ωd

TRx+uTx−h. (4.36)

By orthogonality,

E(P = 0, L = 0, R = 0) = Ed∈Fn
p
S(d)ωv

Td Ex∈Fn
p
ωu

Tx−h

vanishes unless u = 0. For u = 0, we have

E(P = 0, L = 0, R = 0) = Ŝ(v)ω−h. (4.37)

Next, if R 6= 0, then the inner expectation of (4.36) vanishes unless Rd + u = 0. This
occurs to at most a p−r-fraction of the values of d since R has rank at least r. As a
result,

|E(P = 0, L 6= 0, R 6= 0)| ≤ p−r
∣∣∣Ed∈Fn

p
S(d)ωv

Td
∣∣∣

= p−r|Ŝ(v)|

≤ p−r|Ŝ(0)|
= p−r‖S‖L1(Fn

p ). (4.38)

2. The term E(P 6= 0, L = 0). In this case, we have

|E(P 6= 0, L = 0)| =
∣∣∣Ex∈Fn

p
ωx

TPx+uTx+h Ed∈Fn
p
S(d)ωx

TRd+vTd
∣∣∣

=
∣∣∣Ŝ(Rx+ v)Ex∈Fn

p
ωx

TPx+uTx−h
∣∣∣

≤ |Ŝ(0)|
∣∣∣Ex∈Fn

p
ωx

TPx+uTx−h
∣∣∣

≤ p−r/2‖S‖L1(Fn
p ), (4.39)

where the last inequality is due to Lemma 4.26.
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3. The term E(P = 0, L 6= 0).

|E(P = 0, L 6= 0)| =
∣∣∣Ed∈Fn

p
S(d)ωd

TLd+vTd−h Ex∈Fn
p
ωd

TRx+uTx
∣∣∣

The inner expectation in the above expression vanishes unless Rd+u = 0 (in which case
it is equal to one). Since R has rank at least r, we have that Rd+ u = 0 for at most a
p−r-fraction of the values of d. This then yields

|E(P = 0, L 6= 0)| ≤ p−r
∣∣∣Ed∈Fn

p
S(d)ωd

TLd+vTd
∣∣∣ ≤ p−r‖S‖L1(Fn

p ). (4.40)

4. The E(P 6= 0, L 6= 0).

|E(P 6= 0, L 6= 0)| =
∣∣∣Ed∈Fn

p
S(d)ωd

TLd+vTd Ex∈Fn
p
ωx

TPx+dTRx+uTx−h
∣∣∣

≤ Ed∈Fn
p

∣∣∣S(d)ωd
TLd+vTd

∣∣∣ ∣∣∣Ex∈Fn
p
ωx

TPx+dTRx+uTx−h
∣∣∣

≤ p−r/2 Ed∈Fn
p

∣∣∣S(d)ωd
TLd+vTd

∣∣∣
≤ p−r/2‖S‖L1(Fn

p ), (4.41)

where the second inequality is due to Lemma 4.26.

Now, assertions (4.35) through (4.41) yield

‖S‖−1
L1(Fn

p )
p−2n|X| = (4.42)

‖S‖−1
L1(Fn

p )
p−3d1−3d2

∑
µ
(j)
i ,λ

(j)
`

P=L=R=0
u=v=0

|Ŝ(0)|

± ‖S‖−1
L1(Fn

p )
p−3d1−3d2

∑
µ
(j)
i ,λ

(j)
`

P=L=R=0
u=0,v 6=0

‖S‖u

± p−3d1−3d2
∑

µ
(j)
i ,λ

(j)
`

P=L=0,R 6=0

p−r

± p−3d1−3d2
∑

µ
(j)
i ,λ

(j)
`

P 6=0,L=0

p−r/2

± p−3d1−3d2
∑

µ
(j)
i ,λ

(j)
`

P=0,L6=0

p−r

± p−3d1−3d2
∑

µ
(j)
i ,λ

(j)
`

P 6=0,L6=0

p−r/2.

Observe now that the total number of choices for µ(j)
i and λ

(j)
` (for i, j, ` ranging in their

respective ranges) is p3d1+3d2 . Consequently, (4.42) assumes the form

‖S‖−1
L1(Fn

p )
p−2n|X| = (4.43)

p−3d1−3d2
∣∣∣{µ(j)

i , λ
(j)
` : P = L = R = 0, u = v = 0}

∣∣∣
±
(
‖S‖u‖S‖−1

L1(Fn
p )

+ 4p−r/2
)
.

19



To prove (4.32) and thus conclude the proof of this lemma, it remains to estimate the size
of the set {µ(j)

i , λ
(j)
` : P = L = R = 0, u = v = 0}. We begin by estimating the number of

viable vectors µ(0), µ(1), and µ(2). Here, the viable vectors are those that yield u = 0 and
v = 0 and thus must satisfy

µ
(1)
i + 2µ

(2)
i = 0,

µ
(0)
i + µ

(1)
i + µ

(2)
i = 0,

for every 1 ≤ i ≤ d1 (where the equations are over Fp). For the first equation, there are p
options to choose µ(1)

i and each determines a unique µ(2)
i that together yield a solution over

Fp for the first equation. With µ
(1)
i and µ

(2)
i determined by the first equation, the value of

µ
(0)
i that would yield a solution to the second equation is unique. Thus, in total there are pd1

options to choose the vectors µ(0), µ(1), and µ(2) as to have u = v = 0.
We proceed to the estimation of the number of viable vectors λ(0), λ(1), and λ(2) that would

yield P = L = R = 0. Here, the vectors must satisfy

λ
(0)
i + λ

(1)
i + λ

(2)
i = 0,

λ
(1)
i + 2λ

(2)
i = 0,

λ
(1)
i + 4λ

(2)
i = 0,

for every 0 ≤ i ≤ d2 (where the equations are over Fp). The second and third equations show
that here only the choice λ(0) = λ(1) = λ(2) = 0 is valid.

We have then that |{µ(j)
i , λ

(j)
` : P = L = R = 0, u = v = 0}| = pd1 , so that (4.32) now

follows and this completes the proof of the lemma. �

§4.4 Proof of Theorem 1.7.

I. Given A,S, α, and σ as in Theorem 1.7 we give a lower bound on

|Ex∈Fn
p ,d∈S A(x)A(x+ d)A(x+ 2d)|;

in particular we show that∣∣∣Ex,d∈Fn
p
A(x)A(x+ d)A(x+ 2d)µS(d)

∣∣∣ ≥ α4/26, (4.44)

where µS(x) = S(x)‖S‖−1
L1(Fn

p )
.

II. Constants. Given α and σ set

δ =
σα4

6 · 26
, ωuni = δ−1. (4.45)

Next, set ωrk so that for any two positive integers s and t,

p−ωrk(s+t)/2 ≤ p−2s−3t/8− p−s/4 (4.46)

is satisfied; which in particular means that

p−ωrk(s+t)/2 ≤ p−2(s+t)/2 (4.47)

Apply Theorem 4.25 with δ, ωrk, and ωuni in order to obtain a quadratic factor (B1,B2)
of Fnp with complexity (d1, d2) and rank r ≥ ωrk(d1 + d2) together with a decomposition
A = fstr + funi + fneg satisfying the conditions specified in Theorem 4.25. In addition, set

η = p−d1/2. (4.48)
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III. Consider the left hand side of (4.44). Replace the occurrences of A in (4.44) with fstr +
funi + fneg one after the other as to attain (4.49) below. This is done as follows. First write

A(x)A(x+ d)A(x+ 2d) =fstr(x)A(x+ d)A(x+ 2d)

+ funi(x)A(x+ d)A(x+ 2d)

+ fneg(x)A(x+ d)A(x+ 2d).

The terms not containing fstr are left as is; continue replacing the occurrences of A with its
decomposition only in the term involving fstr; eventually one arrives at (4.49).

|Ex,d∈Fn
p
A(x)A(x+ d)A(x+ 2d)µS(d)| = (4.49)

|Ex,d∈Fn
p
fstr(x)fstr(x+ d)fstr(x+ 2d)µS(d)|

± |Ex,d∈Fn
p
fneg(x)A(x+ d)A(x+ 2d)µS(d)|

± |Ex,d∈Fn
p
funi(x)A(x+ d)A(x+ 2d)µS(d)|

± |Ex,d∈Fn
p
fstr(x)fneg(x+ d)A(x+ 2d)µS(d)|

± |Ex,d∈Fn
p
fstr(x)funi(x+ d)A(x+ 2d)µS(d)|

± |Ex,d∈Fn
p
fstr(x)fstr(x+ d)fneg(x+ 2d)µS(d)|

± |Ex,d∈Fn
p
fstr(x)fstr(x+ d)funi(x+ 2d)µS(d)|

The reason we replace the occurrences of A in this manner instead of replacing each occurrence
of A in (4.44) and then cross multiply is due to the fact that our generalised von Neumann
theorem (i.e., Corollary 4.19) requires that at most one function may have its infinity norm
not bounded by one.

The fact that ‖A‖∞ ≤ 1 and ‖fstr‖∞ ≤ 1 (see (4.24)) has the following two consequences.
The first of which is that each of the three terms above involving funi is at most

‖funi‖U3(Fn
p )‖S‖−1

L1(Fn
p )
≤ ω−1

uni‖S‖
−1
L1(Fn

p )
, (4.50)

by (4.21).
The second consequence is that each of the three terms above involving fneg is upper

bounded by
‖fneg‖L1(Fn

p )‖S‖−1
L1(Fn

p )
≤ ‖fneg‖L2(Fn

p )‖S‖−1
L1(Fn

p )
≤ δ‖S‖−1

L1(Fn
p )
. (4.51)

To see this, consider, for example, the term |Ex,d∈Fn
p
fneg(x)fstr(x+ d)A(x+ 2d)µS(d)| which

is equivalent to one of the terms above by change of variable. We may write

|Ex,d∈Fn
p
fneg(x)fstr(x+ d)A(x+ 2d)µS(d)|

= ‖S‖−1
L1(Fn

p )
|Ex,d∈Fn

p
fneg(x)fstr(x+ d)A(x+ 2d)S(d)|

≤ ‖S‖−1
L1(Fn

p )
Ex∈Fn

p
|fneg(x)||Ed∈Fn

p
fstr(x+ d)A(x+ 2d)S(d)|.

Observe that |fstr(x + d)A(x + 2d)S(d)| ≤ 1 for any x, d ∈ Fnp ; consequently, the function
E(x) = Ed∈Fn

p
fstr(x+ d)A(x+ 2d)S(d) satisfies ‖E‖∞ ≤ 1. This then yields that

|Ex,d∈Fn
p
fneg(x)fstr(x+ d)A(x+ 2d)µS(d)|

≤ ‖S‖−1
L1(Fn

p )
Ex∈Fn

p
|fneg(x)| = ‖S‖−1

L1(Fn
p )
‖fneg‖L1(Fn

p );

so that (4.51) follows.
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From (4.49), (4.50), and (4.51) it follows that

|Ex,d∈Fn
p
A(x)A(x+ d)A(x+ 2d)µS(d)|

≥ |Ex,d∈Fn
p
fstr(x)fstr(x+ d)fstr(x+ 2d)S(d)|‖S‖−1

L1(Fn
p )

(4.52)

− 3
(
δ + ω−1

uni

)
‖S‖−1

L1(Fn
p )
.

IV. We focus on the expectation seen on the right hand side of (4.52). To that end, let us
write Fstr(a, b) to denote the (single) value that fstr assumes on the atom (a, b) ∈ Fd1p × Fd2p .
Then,

|Ex,d∈Fn
p
fstr(x)fstr(x+ d)fstr(x+ 2d)S(d)|

≥ p−2n
∑

(a(i),b(i))
0≤i≤3
viable

Λ(0, 1, 2)Fstr(a
(0), b(0))Fstr(a

(1), b(1))Fstr(a
(2), b(2)); (4.53)

here the sum ranges over viable quadruples of atoms (a(i), b(i)) ∈ Fd1p × Fd2p and where

Λ(0, 1, 2) = |{(x, d) ∈ Fnp × S : x+ id ∈ (a(i), b(i)), 0 ≤ i ≤ 2}|

is the number of 3SAPs spanned by the first three atoms in the viable quadruple (a(i), b(i)) ∈
Fd1p × Fd2p , 0 ≤ i ≤ 3, so that

Λ(0, 1, 2) =
[
p−2d1−3d2 ±

(
‖S‖u‖S‖−1

L1(Fn
p )

+ 4p−r/2
)]
pn|S|,

by Lemma 4.31.
As Fstr(a, b) ∈ [0, 1] for every atom (a, b) ∈ Fd1p × Fd2p , by (4.24), the right hand side of

(4.53) is

≥ σ [p−2d1−3d2 − ( ‖S‖u‖S‖−1
L1(Fn

p )
+ 4p−r/2 ) ]×∑

(a(i),b(i))
0≤i≤3
viable

Fstr(a
(0), b(0))Fstr(a

(1), b(1))Fstr(a
(2), b(2))Fstr(a

(3), b(3)),

which is

≥ σ [p−2d1−3d2 − ( η + 4p−r/2 ) ]×∑
(a(i),b(i))

0≤i≤3
viable

Fstr(a
(0), b(0))Fstr(a

(1), b(1))Fstr(a
(2), b(2))Fstr(a

(3), b(3)).

Note now that η + 4p−r/2 ≤ p−2d1−3d2/2 by (4.46) and (4.48). Consequently, we have

|Ex,d∈Fn
p
fstr(x)fstr(x+ d)fstr(x+ 2d)S(d)| ≥

(σp−2d1−3d2/2)
∑

(a(i),b(i))
0≤i≤3
viable

Fstr(a
(0), b(0))Fstr(a

(1), b(1))Fstr(a
(2), b(2))Fstr(a

(3), b(3)).

(4.54)
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V. Let now H = 〈r1, . . . , rd1〉 ≤ Fnp be the subgroup generated by all of the linear forms
defining the atoms of B1; and let H⊥ = {x ∈ Fnp : `Tx = 0 ∀` ∈ H} be the orthogonal
complement of H. Then H⊥ ≤ Fnp . Next, as |H||H⊥| = pn and |H| ≤ pd1 , we have that

|H⊥| ≥ pn−d1 . (4.55)

We claim that
S ∩H⊥ is nonempty. (4.56)

To see this suffices to show that ∣∣∣Ex∈Fn
p
S(x)H⊥(x)

∣∣∣ > 0.

Indeed, by Fourier inversion and orthogonality relations of the characters of Fnp we have that

∣∣∣Ex∈Fn
p
S(x)H⊥(x)

∣∣∣ =

∣∣∣∣∣∣∣
∑
ξ∈F̂n

p

Ŝ(ξ)Ĥ⊥(−ξ)

∣∣∣∣∣∣∣
= Ŝ(0)Ĥ⊥(0)± ‖S‖u

∑
ξ∈F̂ pn

∣∣∣Ĥ⊥(ξ)
∣∣∣ .

Recall now that

|Ĥ⊥(ξ)| =

{
|H⊥|
pn , ξ ∈ (H⊥)⊥ = H,

0, otherwise;

so that
∑

ξ∈F̂ pn

∣∣∣Ĥ⊥(ξ)
∣∣∣ = 1. Then∣∣∣Ex∈Fn

p
S(x)H⊥(x)

∣∣∣ = σ |H⊥|
pn ± ησ;

now as |H⊥|
pn ≥ p−d1 and η < p−d1 , by (4.48), the assertion (4.56) follows.

VI. We return to (4.54). We have that 0 ∈ Γ(S), by (4.56), so that for every a ∈ Fd1p the
quadruple (a, a, a, a) forms a 4Γ(S)AP in Fd1p . Consequently,∑

(a(i),b(i))
0≤i≤3
viable

Fstr(a
(0), b(0))Fstr(a

(1), b(1))Fstr(a
(2), b(2))Fstr(a

(3), b(3))

≥
∑
a∈Fd1

p

∑
b(i))∈Fd2

p

0≤i≤3
b(0)−3b(1)+3b(2)−b(3)=0

Fstr(a, b
(0))Fstr(a, b

(1))Fstr(a, b
(2))Fstr(a, b

(3))

=
∑
a∈Fd1

p

∑
x∈Fd2

p

∑
b,b′∈Fd2

p

b′−3b=x

(
Fstr(a, b)Fstr(a, b

′)
)2
.
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Next, we apply Cauchy-Schwarz twice to obtain

≥ p−d2
∑
a∈Fd1

p

 ∑
x∈Fd2

p

∑
b,b′∈Fd2

p

b′−3b=x

Fstr(a, b)Fstr(a, b
′)


2

≥ p−d1−d2

 ∑
a∈Fd1

p

∑
x∈Fd2

p

∑
b,b′∈Fd2

p

b′−3b=x

Fstr(a, b)Fstr(a, b
′)


2

.

Rewriting the sums we attian:

= p−d1−d2

 ∑
a∈Fd1

p

∑
x∈Fd2

p

∑
b∈Fd2

p

Fstr(a, b)Fstr(a, x+ 3b)


2

= p−d1−d2

 ∑
a∈Fd1

p

∑
b∈Fd2

p

Fstr(a, b)
∑
x∈Fd2

p

Fstr(a, x+ 3b)


2

.

For a fixed b ∈ Fd2p the term x+ 3b ranges over the entire group Fd2p as x ranges over Fd2p so
we may write

= p−d1−d2

 ∑
a∈Fd1

p

∑
b∈Fd2

p

Fstr(a, b)
∑
y∈Fd2

p

Fstr(a, y)


2

= p−d1−d2

 ∑
a∈Fd1

p

 ∑
b∈Fd2

p

Fstr(a, b)


2

2

.

Applying Cauchy-Schwarz once more yields

≥ p−d1−d2

p−d1
 ∑
a∈Fd1

p

∑
b∈Fd2

p

Fstr(a, b)


2

2

= p−2d1−d2

 ∑
a∈Fd1

p

∑
b∈Fd2

p

Fstr(a, b)


4

. (4.57)

VII. By (4.54) and (4.57) we now have

|Ex,d∈Fn
p
fstr(x)fstr(x+ d)fstr(x+ 2d)S(d)| ≥ (σp−4d1−4d2/2)

 ∑
(a,b)∈Fd1

p ×F
d2
p

Fstr(a, b)


4

= (σ/2)
(
E

(a,b)∈Fd1
p ×F

d2
p
Fstr(a, b)

)4
. (4.58)
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Lemma 4.27 implies that

E
(a,b)∈Fd1

p ×F
d2
p
Fstr(a, b) = α

(
1± p2d1+2d2−r/2

)
(4.59)

(see, e.g., [13, Equation (4.13)]). This together with (4.58) implies that

|Ex,d∈Fn
p
fstr(x)fstr(x+ d)fstr(x+ 2d)S(d)| ≥ 1

2σα
4
(

1− p2d1+2d2−r/2
)4
.

By (4.47), p2d1+2d2−r/2 ≤ 1/2; so we get

|Ex,d∈Fn
p
fstr(x)fstr(x+ d)fstr(x+ 2d)S(d)| ≥ 2−5σα4. (4.60)

VIII. We are in a position to conclude our proof. By (4.52) and (4.60), we have

|Ex,d∈Fn
p
A(x)A(x+ d)A(x+ 2d)µS(d)| ≥ ‖S‖−1

L1(Fn
p )

2−5σα4 − 3(δ + ω−1
uni)‖S‖

−1
L1(Fn

p )

(4.45)
= 2−5α4 − 6σ−1δ

(4.45)
≥ 2−6α4.

This concludes our proof of Theorem 1.7. �

IX. One now sees that viable quadruples of atoms were useful in order to reach (4.57)
where we see that the density of fstr appears; over this density we have a lower bound of the
form (4.59).

Is the use of viable quadruples "necessary" in our approach? Could an alternative approach
be that we ignore quadratic nature of the quadratic factors and then count 3SAPs in the
counting Lemma 4.31 only on the linear atoms along a coarser approximation of A than fstr,
namely f̃str(a) =

∑
b∈Fd2

p
fstr(a, b) = E(A|B1)(a) and a ∈ Fd1p ?

Our answer is No. The "weakness"10 of our generalised von Neumann theorem (i.e.,
Lemma 4.6) is that it forces us to apply the arithmetic regularity lemma of the U3 norm
and to control the pseudorandom part of the decomposition the regularity lemma requires the
structured approximation to have a quadratic nature (unless one comes up with a new proof
of the regularity lemma).

Thus, in this approach one is forced to confront the term

|Ex,d∈Fn
p
fstr(x)fstr(x+ d)fstr(x+ 2d)S(d)|.

For the "alternative" approach to work within the framework here, we would now have to
prove that

|Ex,d∈Fn
p
fstr(x)fstr(x+ d)fstr(x+ 2d)S(d)| ≥ |Ex,d∈Fn

p
f̃str(x)f̃str(x+ d)f̃str(x+ 2d)S(d)|.

Translating this to "atom language" one sees that this is entirely not clear due to the fact that
fstr and f̃str are constant on different sets. In particular, given a quadratic atom (a, b) we may
have that fstr(a, b) = 0 while f̃str(a) > 0; put another way the distribution of A would have
to be taken into account and over this we have no assumptions.

10In fact, we do not see how to improve it.
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