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Today, we will address 1. and 2. by using Lax pairs and the Zakharov-Shabat construction.
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Recall that an $r$-matrix for $(L, M)$ is a map

$$
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Here $L_{1}=L \otimes 1, L_{2}=1 \otimes L$.
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## Neumann model

In above notation, $F(L, \lambda)=\lambda L$ so that
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\left.M_{-}=-\frac{1}{\lambda} K=(F(L, \lambda))\right)_{-}
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## Theorem

With the previous notation introduced for $r$-matrices, we have

$$
\left\{L_{1}(\lambda), L_{2}(\mu)\right\}=\left[r_{12}(\lambda, \mu), L_{1}(\lambda)+L_{2}(\mu)\right]
$$

for the $r$-matrix $r_{12}(\lambda, \mu)=-\frac{C_{12}}{\lambda-\mu}$ and $C_{12}=\sum_{i j} E_{i j} \otimes E_{j i}$.

In particular, the functions $H_{k}(\lambda)=\operatorname{tr}\left(L^{k}(\lambda)\right)$ are in involution. At this stage we cannot show that they are independent.
Nevertheless, the Zakharov-Shabat construction gives a systematic way to produce symplectic manifolds with many Poisson-commuting constants of motion.

Elementary flows and wave functions
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$\Gamma$. Then there exist $G$-valued functions $g_{+}(\lambda)$ and $g_{-}(\lambda)$ analytic inside and outside of $\Gamma$ respectively such that

$$
\begin{equation*}
\hat{g}=g_{-}^{-1} \Lambda(\lambda) g_{+} \quad \text { on } \Gamma . \tag{8}
\end{equation*}
$$

Here $\Lambda(\lambda)=\operatorname{diag}\left(\lambda^{k_{1}}, \ldots, \lambda^{k_{N}}\right)$.
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Solving (9) for small enough time $t_{i}$ is equivalent to solving the factorization problem
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- A slightly modified factorization problem yields a global expression of the wave function $\Psi$ with an explicit time dependence.
- In fact, the wave function contains the time evolution of the Lax matrix $L(\lambda, \mathbf{t})$ :
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Thank you!

