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Abstract. For integers k ě 2 and N ě 2k ` 1 there are k!2k canonical orderings of the
edges of the complete k-uniform hypergraph with vertex set rN s “ t1, 2, . . . , Nu. These
are exactly the orderings with the property that any two subsets A, B Ď rN s of the same
size induce isomorphic suborderings. We study the associated canonisation problem to
estimate, given k and n, the least integer N such that no matter how the k-subsets of rN s

are ordered there always exists an n-element set X Ď rN s whose k-subsets are ordered
canonically. For fixed k we prove lower and upper bounds on these numbers that are k

times iterated exponential in a polynomial of n.

§1. Introduction

We consider numerical aspects of an unpublished result of Klaus Leeb from the early
seventies (see [ 16 ,  17 ]). For a natural number N we set rN s “ t1, 2, . . . , Nu. Given a set X

and a nonnegative integer k we write Xpkq “ te Ď X : |e| “ ku for the set of all k-element
subsets of X.

1.1. Ramsey theory. Recall that for any integers k, n, r ě 1, Ramsey’s theorem [ 18 ]
informs us that every sufficiently large integer N satisfies the partition relation

N ÝÑ pnq
k
r , (1.1)

meaning that for every colouring of rN spkq with r colours there exists a set X Ď rN s of
size n such that Xpkq is monochromatic. The least number N validating ( 1.1 ) is denoted
by Rpkqpn, rq. The negative partition relation N XÝÑ pnqk

r expresses the fact that ( 1.1 ) fails.
For colourings f : rN spkq ÝÑ N with infinitely many colours, however, one can, in general,

not even hope to obtain a monochromatic set of size k ` 1. For instance, it may happen
that every k-element subset of rN s has its own private colour. Nevertheless, Erdős and
Rado [ 8 ,  9 ] established a meaningful generalisation of Ramsey’s theorem to colourings
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with infinitely many colours, even if the ground sets stay finite. In this context it is
convenient to regard such colourings as equivalence relations, two k-sets being in the same
equivalence class if and only if they are of the same colour. Now Erdős and Rado [ 8 ,  9 ] call
an equivalence relation on rN spkq canonical if for any two subsets A, B Ď rN s of the same
size the equivalence relations induced on Apkq and Bpkq correspond to each other via the
order preserving map between A and B. So, roughly speaking, an equivalence relation is
canonical if you cannot change its essential properties by restricting your attention to a
subset. It turns out that for N ě 2k ` 1 there are always exactly 2k canonical equivalence
relations on rN spkq that can be parametrised by subsets I Ď rks in the following natural
way. Let x, y P rN spkq be two k-sets and let x “ tx1, . . . , xku as well as y “ ty1, . . . , yku

enumerate their elements in increasing order. We write x ”I y if and only if xi “ yi holds
for all i P I. Now t”I : I Ď rksu is the collection of all canonical equivalence relations
on rN spkq. The canonical Ramsey theorem of Erdős and Rado asserts that given two
integers k and n there exists an integer ERpkq

pnq such that for every N ě ERpkq
pnq and

every equivalence relation ” on rN spkq there exists a set X Ď rN s of size n with the property
that ” is canonical on Xpkq.

This result sparked the development of canonical Ramsey theory in the seventies. Let us
commemorate some contributions to the area due to Ronald Graham, who was among
the main protagonists of Ramsey theory in the 20th century: Together with Erdős [ 5 ], he
established a canonical version of van der Waerden’s theorem, stating that if for N ě EGpkq

we colour rN s with arbitrarily many colours, then there exists an arithmetic progression
of length k which is either monochromatic or receives k distinct colours. With Deuber,
Prömel, and Voigt [ 3 ] he later obtained a canonical version of the Gallai-Witt theorem,
which is more difficult to state — in d dimensions the canonical colourings for a given
configuration F Ď Zd are now parametrised by vector subspaces U Ď Qd having a basis of
vectors of the form x ´ y with x, y P F . Interestingly, Ronald Graham was also among
the small number of co-authors of Klaus Leeb [  12 ,  13 ] and in joint work with Rothschild
they settled a famous conjecture of Rota on Ramsey properties of finite vector spaces.

The canonisation discussed here concerns linear orderings. We say that a linear order
prN spkq,Jq is canonical if for any two sets A, B Ď rN s of the same size the order preserving
map from A to B induces an order preserving map from pApkq,Jq to pBpkq,Jq. It turns out
that for N ě 2k ` 1 there are exactly k!2k canonical orderings of rN spkq that can uniformly
be parametrised by pairs pε, σq consisting of a sign vector ε P t´1, `1uk and a permutation
σ P Sk, i.e., a bijective map σ : rks ÝÑ rks.

Definition 1.1. Let N, k ě 1 be integers, and let pε, σq P t`1, ´1uk ˆ Sk be a pair
consisting of a sign vector ε “ pε1, . . . , εkq and a permutation σ of rks. The ordering J
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on rN spkq associated with pε, σq is the unique ordering with the property that if

1 ď a1 ă ¨ ¨ ¨ ă ak ď N and 1 ď b1 ă ¨ ¨ ¨ ă bk ď N ,

then

ta1, . . . , aku J tb1, . . . , bku ðñ pεσp1qaσp1q, . . . , εσpkqaσpkqq ălex pεσp1qbσp1q, . . . , εσpkqbσpkqq ,

where ălex denotes the lexicographic order on Zk.

It is readily seen that such an ordering J associated with pε, σq does indeed exist, that
it is uniquely determined, and, moreover, canonical. Conversely, for N ě 2k ` 1 every
canonical ordering is of this form (see Lemma  3.8 below). We proceed by stating the
aforementioned unpublished theorem due to Klaus Leeb.

Theorem 1.2 (Leeb). For all positive integers k and n there exists an integer Lpkqpnq such
that for every N ě Lpkqpnq and every ordering prN spkq,Jq there is a set X Ď rN s of size n

such that pXpkq,Jq is canonical.

In the sequel, Lpkqpnq will always refer to the least number with this property. As we
shall prove, for fixed k ě 2 the dependence of Lpkqpnq on n is k times exponential in a
polynomial of n.

1.2. Bounds. The study of the Ramsey numbers Rpkqpn, rq has received extensive interest
(see e.g. [ 2 ,  6 ,  7 ,  14 ]). To state some of the currently known bounds, one recursively defines
tower functions tk : N ÝÑ N by

t0pxq “ x and ti`1pxq “ 2tipxq .

Arguing probabilistically Erdős [ 4 ] showed that Rp2qpn, 2q ě 2pn`1q{2 and Erdős, Hajnal, and
Rado [ 7 ] proved later that Rpkqpn, 2q ě tk´2pcn2q for k ą 2, where c is a positive constant.
They also proved Rpkqpn, 4q ě tk´1pcknq for all k ě 2, where ck ą 0 is an absolute constant.
In the other direction, it is known that Rpkqpn, rq ď tk´1pCk,rnq.

Estimates on the canonical Ramsey numbers ERpkq
pnq were studied in [ 15 ,  19 ]. Notably,

Lefmann and Rödl proved the lower bound ERpkq
pnq ě tk´1pckn2q, while Shelah obtained

the complementary upper bound ERpkq
pnq ď tk´1pCkn8p2k´1qq.

Let us now turn our attention to the Leeb numbers Lpkqpnq. For k “ 1, there exist
only two canonical orderings of rN sp1q, namely the “increasing” and the “decreasing” one
corresponding to the sign vectors ε “ p`1q and ε “ p´1q, respectively. Thus the well-known
Erdős-Szekeres theorem [ 10 ] yields the exact value Lp1qpnq “ pn ´ 1q2 ` 1. Accordingly,
Leeb’s theorem can be viewed as a multidimensional version of the Erdős-Szekeres theorem
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and we refer to [ 1 ] for further variations on this theme. Our own results can be summarised
as follows.

Theorem 1.3. If n ě 4 and R XÝÑ pn ´ 1q2
2, then Lp2qpnq ą 2R. Moreover, if n ě k ě 3,

then Lpkqp4n ` kq ą 2Lpk´1qpnq´1.

Due to the known lower bounds on diagonal Ramsey numbers this implies

Lp2q
pnq ě t2pn{2q as well as Lpkq

pnq ě tkpcknq for k ě 3 .

We offer an upper bound with the same number of exponentiations.

Theorem 1.4. For every k ě 2 there exists a constant Ck such that Lpkqpnq ď tkpnCkq

holds for every n ě 2k.

The case k “ 2 of Theorems  1.3 and  1.4 was obtained independently by Conlon, Fox,
and Sudakov in unpublished work [ 11 ].

Organisation. We prove Theorem  1.3 in Section  2 . The upper bound, Theorem  1.4 ,
is established in Section  3 . Lemma  3.3 from this proof turns out to be applicable to
Erdős-Rado numbers as well and Section  4 illustrates this by showing a variant of Shelah’s
result, namely ERpkq

pnq ď tk´1pCkn6kq.

§2. Lower bounds: Constructions

2.1. Trees and combs. Our lower bound constructions take inspiration from the negative
stepping-up lemma due to Erdős, Hajnal, and Rado [ 7 ]. Notice that in order to prove
an inequality of the form Lpkqpnq ą N one needs to exhibit a special ordering prN spkq,Jq

for which there is no set Z Ď rN s of size n such that J orders Zpkq canonically. For us,
N “ 2m will always be a power of two and for reasons of visualisability we identify the
numbers in rN s with the leaves of a binary tree of height m. We label the levels of our
tree from the bottom to the top with the numbers in rms. So the root is at level 1 and the
leaves are immediately above level m (see Figure  2.1 ).

Alternatively, we can identify rN s with the set t`1, ´1um of all ˘1-vectors of length m

such that the standard ordering on rN s corresponds to the lexicographic one on t`1, ´1um.
The literature often works with the number 0 instead of ´1 here, but for the application
we have in mind our choice turns out to be advantageous.

Now every set X Ď rN s generates a tree TX , which is the subtree of our binary tree
given by the union of the paths from the leaves in X to the root (see Figure  2.2 ).

An essential observation on which both the double-exponential lower bound construction
for the four-colour Ramsey number of triples and our lower bound on Lp2qpnq rely is that
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Figure 2.1. The binary tree and its levels for m “ 3.
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Figure 2.2. The auxiliary tree TX for X “ t2, 3, 7u.

there are two essentially different kinds of triples: those engendering a “left tree” and those
engendering a “right tree”. Roughly speaking the difference is that when descending from
the leaves to the root, the two elements concurring first are the two smaller ones for left
trees and the two larger ones for right trees. For instance, Figure  2.2 displays a left tree.

To make these notions more precise we introduce the following notation. Given at least
two distinct vectors x1, . . . , xt P t´1, `1um with coordinates xi “ pxi1, . . . , ximq we write

δpx1, . . . , xtq “ mintµ P rms : x1µ “ ¨ ¨ ¨ “ xtµ is not the caseu .

for the first level where two of them differ.
Now let xyz P rN sp3q be an arbitrary triple with x ă y ă z and set δ “ δpx, y, zq. This

means that x, y, and z agree in the first δ ´ 1 coordinates, while their entries in the δth

coordinate, which we denote by xδ, yδ, zδ, fail to coincide. As a consequence of x ă y ă z

we know xδ ď yδ ď zδ. Thus xδ “ ´1, zδ “ `1, and there remain two possibilities:
Depending on whether yδ “ ´1 or yδ “ `1 we say that xyz forms a left tree or a right tree,
respectively. Equivalently, xyz yields a left tree whenever δpx, yq ą δpy, zq and a right tree
whenever δpx, yq ă δpy, zq.

When the triples are coloured with tleft, rightu depending on whether they form left
trees or right trees, the monochromatic sets are called combs. More explicitly, for

1 ď x1 ă ¨ ¨ ¨ ă xt ď N
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the set X “ tx1, . . . , xtu is a left comb if δpx1, x2q ą δpx2, x3q ą ¨ ¨ ¨ ą δpxt´1, xtq and a
right comb if δpx1, x2q ă δpx2, x3q ă ¨ ¨ ¨ ă δpxt´1, xtq (see Figure  2.3 ). For instance, the
empty set, every singleton, and every pair are both a left comb and a right comb. Since
every triple is either a left tree or a right tree, triples are combs in exactly one of the two
directions. Some quadruples fail to be combs.

Figure 2.3. A left comb and a right comb.

2.2. Ordering pairs. Let us recall that for Ramsey numbers the negative stepping-up
lemma shows, e.g., that if m XÝÑ pn ´ 1q2

2, then 2m XÝÑ pnq3
4. As we shall reuse the

argument, we provide a brief sketch. Let f : r2msp3q ÝÑ tleft, rightu be the colouring telling
us whether a triple generates a left tree or a right tree and let g : rmsp2q ÝÑ t`1, ´1u be a
colouring exemplifying the negative partition relation m XÝÑ pn ´ 1q2

2. Define a colouring

h : r2m
s

p3q
ÝÑ tleft, rightu ˆ t`1, ´1u

of the triples with four colours by

hpxyzq “
`

fpxyzq, g
`

δpxyq, δpyzq
˘˘

whenever 1 ď x ă y ă z ď 2m. If Z Ď r2ms is monochromatic with respect to h, then, in
particular, it needs to be monochromatic for f , i.e., Z is a comb. Thus, if Z “ tz1, . . . , z|Z|u

with z1 ă z2 ă ¨ ¨ ¨ ă z|Z|, then tδpzi, zi`1q : i ă |Z|u is a set of size |Z| ´ 1 whose pairs are
monochromatic with respect to g, for which reason |Z| ´ 1 ă n ´ 1. In other words, h

establishes the desired negative partition relation 2m XÝÑ pnq3
4.

In the light of this reasoning it suffices to construct, in the same setup, an ordering
pr2msp2q,Jq such that for every triple e P r2msp3q the colour hpeq from the foregoing
paragraph determines the “isomorphism type” of pep2q,Jq and vice versa. Let xyz with
1 ď x ă y ă z ď 2m be an arbitrary triple and set ξ “ δpxyq as well as η “ δpyzq. Our
goal when constructing J is that
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if xyz is a and then

left tree gpη, ξq “ `1 xy J xz J yz,
left tree gpη, ξq “ ´1 xy J yz J xz,

right tree gpξ, ηq “ `1 yz J xy J xz,
right tree gpξ, ηq “ ´1 yz J xz J xy.

If this can be accomplished, then every set Z Ď r2ms, for which pZp2q,Jq is ordered
canonically, is monochromatic with respect to the colouring h and, therefore, the proof of
Lp2qpnq ą 2m will be complete.

Let us introduce one final piece of notation. Given a vector x “ px1, . . . , xmq P t´1, `1um

and δ P rms we define the vector x ˙ δ P t´1, `1um´δ by

x ˙ δ “
`

xδ`1gpδ, δ ` 1q, . . . , xmgpδ, mq
˘

.

Now let J be an arbitrary ordering with the property that for any two distinct pairs xy

and x1y1 with x ă y and x1 ă y1 the following statements hold.

(1 ) If δpxyq ‰ δpx1y1q, then

xy J x1y1
ðñ δpx1y1

q ă δpxyq .

(2 ) If δ “ δpxyq “ δpx1y1q and at least one of x ˙ δ ‰ x1 ˙ δ or y ˙ δ ‰ y1 ˙ δ holds,
then

xy J x1y1
ðñ px ˙ δq ˝ py ˙ δq ălex px1

˙ δq ˝ py1
˙ δq ,

where ˝ indicates concatenation, i.e., that we are comparing p2m ´ 2δq-tuples
lexicographically.

It remains to show that these two properties of J imply the four statements in the above
table. Let us return to this end to our triple xyz with 1 ď x ă y ă z ď 2m and ξ “ δpxyq,
η “ δpyzq. If xyz is a left tree, then δpxzq “ δpyzq ă δpxyq, for which reason  (1 ) implies
xy J xz, yz and it remains to compare the latter two pairs. Since x ˙ η ‰ y ˙ η, the second
rule declares that xz J yz holds if and only if x ˙ η ălex y ˙ η. Now x and y agree in the
first ξ ´ 1 coordinates and continue with xξ “ ´1, yξ “ `1. Thus x ˙ η and y ˙ η agree
in their first ξ ´ η ´ 1 coordinates and proceed with xξgpη, ξq, yξgpη, ξq, respectively. So
altogether xz J yz is equivalent to gpη, ξq “ `1 and we have confirmed the two upper
rows of the table. The case where xyz is a right tree is discussed similarly. Summarising,
we have thereby proved the first assertion in Theorem  1.3 .
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2.3. Negative stepping-up lemma for Leeb numbers. Throughout this subsection we
fix two integers k ě 3 and n ě k. We set m “ Lpk´1qpnq ´ 1 and study orderings on r2mspkq,
where 2m is again identified with t`1, ´1um. We are to exhibit an ordering pr2mspkq,Jq

without canonically ordered subsets of size 4n ` k. Preparing ourselves we consider the
following concept.

Definition 2.1. A set Z Ď r2ms is said to be impeded (see Figure  2.4 ) if there exist two
elements x ă y in Z with the following properties.

(a ) At least k members of Z lie between x and y.
(b ) Setting δ “ δpx, yq there exist x1, x2, y1, y2 P Z such that x ă x1 ă x2 ă y2 ă y1 ă y

and x2
δ “ ´1 while y2

δ “ `1.

x x1 x2 yy1y2

δ ` 1

δ

Z

Figure 2.4. An impeded set Z.

Roughly speaking, every unimpeded set contains a large comb.

Lemma 2.2. Every set Z Ď r2ms is either impeded or possesses two subsets L, R Ď Z with
|L| ` |R| ě 1

2p|Z| ´ k ` 1q forming a left comb and a right comb, respectively.

Proof. Otherwise let Z be a minimal counterexample. Since every set with at most two
elements is a two-sided comb, we have |Z| ě k ` 2. Now the vectors x “ minpZq and
y “ maxpZq satisfy part  (a ) of Definition  2.1 . Let x1, x2 be the second and third-smallest
vector in Z and, similarly, let y1 and y2 be the second and third largest one. If both x2

δ “ ´1
and y2

δ “ `1 would hold, where δ “ δpx, yq, then the set Z were impeded, contrary to its
choice.

Thus at least one of the cases x2
δ “ `1 and y2

δ “ ´1 occurs and for reasons of symmetry
we may suppose that x2

δ “ `1. The set Z‹ “ Z ∖ tx, x1u cannot be impeded for then Z

was impeded as well. So by the minimality of Z there exist sets L, R‹ Ď Z‹ forming
a left comb and a right comb, respectively, and satisfying |L| ` |R‹| ě 1

2p|Z‹| ´ k ` 1q.
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For any two elements r ă r1 from R‹ we have δpx, rq “ δ ă δpr, r1q and, consequently,
R “ txu Y R‹ is a right comb. But now |L| ` |R| “ |L| ` |R‹| ` 1 ě 1

2p|Z| ´ k ` 1q yields
a final contradiction. □

We proceed with some further notation. Let ălex denote the lexicographic ordering
on r2mspkq. So explicitly for X, Y P r2mspkq we have X ălex Y if and only if

ř

xPX 2´x is
larger than

ř

yPY 2´y.
For every set X P r2mspkq we determine a natural number φpXq according to the following

rule: Consider x´ “ minpXq, x` “ maxpXq and compute δ “ δpx´, x`q. Notice that all
elements of X agree in their first δ ´ 1 coordinates, while in the δth coordinate x´

δ “ ´1
and x`

δ “ `1. Let φpXq count the number of members of X having a ´1 as their δth

coordinate. Notice that if X is a left comb, then φpXq “ |X| ´ 1, while right combs satisfy
φpXq “ 1.

Next, if B is either a left or a right comb, we know that πpBq “
␣

δpxyq : xy P Bp2q
(

Ď rms

is a set of size |B| ´ 1 whose elements can be found by applying δ to the |B| ´ 1 pairs of
consecutive members of B. We call πpBq the projection of B.

Finally, instead of a colouring we shall apply an appropriate ordering prmspk´1q,*q

senkrecht. Because of m ă Lpk´1qpnq this ordering can be chosen without canonical subsets
of size n.

We now state four desirable properties we would like an ordering pr2mspkq,Jq to satisfy
for any two distinct sets X, Y P r2mspkq.

(1 ) If φpXq is odd and φpY q is even, then X J Y .
(2 ) If X and Y are two combs in the same direction having different projections, then

X J Y ðñ πpXq*πpY q.
(3 ) If X and Y are left combs with πpXq “ πpY q, then X J Y ðñ Y ălex X.
(4 ) If X and Y are right combs with πpXq “ πpY q, then X J Y ðñ X ălex Y .

It is not hard to see that these properties do not contradict each other. Indeed, in order
to satisfy  (1 ) one partitions r2mspkq into two sets depending on the parity of φ and puts
the odd class before the even class. The remaining rules  (2 ) –  (4 ) only concern the internal
orderings within these two classes. Similarly,  (2 ) tells us to sub-partition the combs within
both classes according to their projections and  (3 ) ,  (4 ) only give further instructions how
to compare combs within the same sub-class.

Now it suffices to show for no ordering pr2mspkq,Jq satisfying  (1 ) –  (4 ) there is a set
Z Ď r2ms of size 4n ` k such that pZpkq,Jq is ordered canonically. Assume contrariwise
that J and Z have these properties. If L Ď Z is a left comb, then so is every X P Lpkq

and by  (2 ) it follows that πpLqpk´1q is ordered canonically by *. So our choice of *



10 CHR. REIHER, V. RÖDL, M. SALES, K. SAMES, AND M. SCHACHT

yields |πpLq| ď n ´ 1 and, consequently, |L| ď n. For the same reason, every right comb
R Ď Z has at most the size n. But now Lemma  2.2 tells us that Z is impeded. Pick
x, x1, x2, y2, y1, y P Z as in Definition  2.1 .

Special case: k “ 3

Recall that every triple is either a left tree or a right tree. Owing to  (1 ) the right trees
precede the left trees with respect to J.

x x1 x2 yy1y2

δpx, yq

δpx, yq ` 1

δpy2, yq

δpy2, y1q

Figure 2.5. The case k “ 3.

Now consider the quintuples A “ tx, x1, x2, y1, yu and B “ tx, x1, y2, y1, yu, whose elements
have just been listed in increasing order. By canonicity we know that pAp3q,Jq and pBp3q,Jq

are isomorphic via the map that sends x2 to y2 and keeps the four other elements fixed.
Since xx2y1 and xx2y are left trees with the same projection,  (3 ) yields xx2y J xx2y1.
This statement in pAp3q,Jq translates to xy2y J xy2y1. As we are now comparing right
trees,  (4 ) discloses that xy2y and xy2y1 cannot have the same projection, for which reason
δpy2yq ‰ δpy2y1q. In other words, y2y1y is a left tree and δpy2yq “ δpy1yq. It follows that
the right trees xy2y and xy1y have the same projection, so another application of  (4 ) leads
to xy2y J xy1y. When transferred back to A this statement becomes xx2y J xy1y, so we
have found a left tree coming before a right tree, contrary to  (1 ) . This concludes the
discussion of the case k “ 3.

General case: k ě 4

We may assume that x1, x2 are the elements of Z immediately succeeding x and, similarly,
that y2, y1 are immediately preceeding y. According to part  (a ) of Definition  2.1 there
is a set W Ď Z with |W | “ k ´ 2, minpW q “ x2, and maxpW q “ y2. Consider the
sets A “ W Y tx, x1, yu and B “ W Y tx, y1, yu of size k ` 1. By canonicity we know
that the orderings pApkq,Jq and pBpkq,Jq are in the following sense essentially the same.



ON QUANTITATIVE ASPECTS OF A CANONISATION THEOREM FOR EDGE-ORDERINGS 11

For i P rk ` 1s let Ai and Bi denote the sets of size k arising from A and B by removing
their ith elements, respectively. Now if Ai J Aj holds for some i, j P rk ` 1s, then Bi J Bj

follows. Set φ “ φpAq and observe that 3 ď φ ď k ´ 1 due to the presence of x, x1, x2, y,
and y2. Moreover

φpA1q “ ¨ ¨ ¨ “ φpAφq “ φ ´ 1, φpAφ`1q “ ¨ ¨ ¨ “ φpAk`1q “ φ,

φpB1q “ ¨ ¨ ¨ “ φpBφ´1q “ φ ´ 2, φpBφq “ ¨ ¨ ¨ “ φpBk`1q “ φ ´ 1 .

In view of  (1 ) , this leads to the equivalences

A1 J Ak`1 ðñ φ is even ðñ Bk`1 J B1 ,

which contradict the canonicity of J. Altogether, this completes the proof of Theorem  1.3 .

§3. Upper bounds: the canonisation procedure

3.1. Preparation. The proof of Theorem  1.4 starts with some synchronisation principles
for colourings f : Xprq ÝÑ Γ, where X Ď N, r ě 2, and Γ denotes a finite set of colours. A
special rôle will be played by the set of colours

Φ “ t´1, `1u . (3.1)

Given a colouring f : Xprq ÝÑ Φ we define the opposite colouring p´fq : Xprq ÝÑ Φ
by p´fqpxq “ ´pfpxqq for all x P Xprq. For simplicity we call a colouring f : Xprq ÝÑ Φ,
where r ě 1 and X Ď N, increasing if fpx1, . . . , xr´1, yq ď fpx1, . . . , xr´1, y1q holds for all
x1 ă ¨ ¨ ¨ ă xr´1 ă y ă y1 from X and decreasing if its opposite colouring is increasing. We
refer to f as monotone if it is either increasing or decreasing. Two colourings f : Xprq ÝÑ Φ
and g : Y psq ÝÑ Φ are said to be monotone in the same direction if either both are increasing
or both are decreasing. Similarly, f and g are monotone in opposite directions if f and ´g

are monotone in the same direction.

Lemma 3.1. Suppose that s, t ě 1 are positive integers and that X Ď N is a set of size
|X| ě ps ´ 1qpt ´ 1q ` 1. If the colouring f : Xp2q ÝÑ Φ is monotone, then either there is
a monochromatic set A P Xpsq for the colour ´1 or a monochromatic set B P Xptq for the
colour `1.

Proof. Due to the symmetry between f and ´f we may suppose that f is increasing. We
argue by induction on t. The base case t “ 1 offers no difficulty, for every set of size
one is monochromatic in both colours. Now suppose that our claim is already known
to be true for t ´ 1 in place of t, where t ě 2. Set z “ maxpXq and consider the set
N “ tx P X : fpxzq “ ´1u.
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First Case: |N | ě s ´ 1

Now it suffices to prove that A “ N Y tzu is monochromatic in colour ´1. So let x ă y

from A be arbitrary and observe that x P N . If y “ z, then fpxyq “ ´1 follows from the
definition of N . Otherwise we have y ă z and the assumption that f is increasing implies
fpxyq ď fpxzq “ ´1, whence fpxyq “ ´1.

Second Case: |N | ă s ´ 1

Now the set X‹ “ X ∖ pN Y tzuq satisfies |X‹| ě |X| ´ ps ´ 1q ě ps ´ 1qpt ´ 2q ` 1.
Thus the induction hypothesis applies to X‹ and yields either a monochromatic set A of
size s for ´1 or a monochromatic set B1 of size t ´ 1 for `1. In the former case we are
done immediately and in the latter case the definition of N entails that B “ B1 Y tzu is
monochromatic for the colour `1. □

This iterates as follows.

Lemma 3.2. Given a natural number n and a nonempty finite index set I let X Ď N be a
set with |X| ě |I|!n|I|`1. If pfiqiPI denotes a family of monotone colourings fi : Xp2q ÝÑ Φ,
then there is a set Z Ď X of size n which is monochromatic with respect to every fi.

Proof. Replacing some of the colourings fi by their opposites, if necessary, we may assume
that all of them are increasing. We argue by induction on |I|, the base case |I| “ 1 being
dealt with in the foregoing lemma. Now suppose that |I| ě 2 and that the lemma has
already been established for every set I 1 Ĺ I instead of I. Given a set X and a family of
increasing colourings pfiqiPI of the pairs of elements from X we define an auxiliary colouring
f : Xp2q ÝÑ Φ by f “ mintfi : i P Iu, i.e.,

fpxyq “ `1 ðñ @i P I fipxyq “ `1 .

Evidently, f is increasing as well. So by Lemma  3.1 there either exists a set A Ď X with
|A| ě |I|!n|I| that is monochromatic for f in colour ´1 or there is a set Z Ď X of size n

that is monochromatic for f in colour `1. In the latter case Z monochromatically has
colour `1 with respect to every fi and thus it possesses the desired property.

So suppose from now on that the former case occurs, i.e., that we have obtained a
set A of size |A| ě |I|!n|I| that is monochromatic with respect to f in colour ´1. Put
z “ maxpAq and Xi “ ta P A : fipazq “ ´1u for every i P I. Since fpazq “ ´1 holds for all
a P A ∖ tzu, we know that

Ť

iPI Xi “ A ∖ tzu. Owing to the Schubfachprinzip this implies
|Xip‹q| ě p|I| ´ 1q!n|I| for some ip‹q P I. As in the first case of the proof of Lemma  3.1 one
can show that the set Xip‹q Y tzu monochromatically receives the colour ´1 with respect
to fip‹q. It remains to apply the induction hypothesis to this set and to I 1 “ I ∖ tip‹qu. □
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Let us now return to an arbitrary colouring f : Xprq ÝÑ Γ, where X Ď N, r ě 2, and Γ
denotes a set of colours. We say that f is governed by another colouring f 1 : Xpℓq ÝÑ Γ,
where ℓ P rr ´ 1s, if fpx1, . . . , xrq “ f 1px1, . . . , xℓq holds for all x1 ă ¨ ¨ ¨ ă xr from X.
Standard references call f end-homogeneous if it is governed by some pr ´1q-ary function f 1

in this sense, but for us it will be useful to have words expressing the relationship between f

and f 1.

Lemma 3.3. Given integers n ě r ě 2 and s ě 3, a set of colours Γ, and a nonempty finite
index set I let X Ď N be a set of size |X| ě p2|Γ|qnr´1

¨ p2|I|ns´2q|I|ns´2. If f : Xprq ÝÑ Γ is
an arbitrary colouring and pgiqiPI with gi : Xpsq ÝÑ Φ is a family of monotone colourings,
then there exist a set Z Ď X of size n, a colouring f 1 : Zpr´1q ÝÑ Γ and a family pg1

iqiPI of
monotone colourings g1

i : Zps´1q ÝÑ Φ such that

(a ) f 1 governs the restriction of f to Zprq,
(b ) for every i P I the colouring g1

i governs the restriction of gi to Zpsq,
(c ) and for every i P I the colourings gi, g1

i are monotone in opposite directions.

Proof. As usual, we may suppose that every gi is increasing. An integer ν P rns is said to
be secure if there exist sets Zν , Aν Ď X with |Zν | “ ν and maxpZνq ă minpAνq, a function
f 1 : Zpr´1q

ν ÝÑ Γ, and a family pg1
iqiPI of decreasing colourings g1

i : Zps´1q
ν ÝÑ Φ with the

following properties.

(i ) If the numbers z1 ă ¨ ¨ ¨ ă zr´1 are in Zν and zr ą zr´1 is in Zν Y Aν , then
fpz1, . . . , zrq “ f 1pz1, . . . , zr´1q.

(ii ) If i P I, the numbers z1 ă ¨ ¨ ¨ ă zs´1 are in Zν , and zs ą zs´1 is in Zν Y Aν , then
gipz1, . . . , zsq “ g1

ipz1, . . . , zs´1q.
(iii ) If i P I, the numbers z1 ă ¨ ¨ ¨ ă zs´1 are in Zν , and g1

ipz1, . . . , zs´1q “ ´1, then
gipz1, . . . , zs´2, y, y1q “ ´1 holds for all y, y1 P Aν .

(iv ) Finally, |Aν | ě p2|Γ|qnr´2pn´νq ¨ p2|I|ns´2q|I|ns´2´Ω, where Ω denotes the number of
pairs pi, Zq such that i P I, maxpZνq P Z P Zps´1q

ν , and g1
ipZq “ ´1.

Observe that  (i ) and  (ii ) are fairly standard conditions in arguments concerning end-
homogeneity. Except for the presence of Ω so is  (iv ) . Clause  (iii ) interacts well with the
demand that the functions g1

i be decreasing.
We contend that 1 is secure. If r ě 3 this can be seen by taking Z1 “ tminpXqu

and A1 “ X ∖Z1. In the special case r “ 2 we still set Z1 “ tminpXqu but now we need to
pay some attention to condition  (i ) . The Schubfachprinzip yields a colour γ P Γ and a set
A1 Ď X ∖ Z1 of size |A1| ě p|X| ´ 1q{r such that fpminpXq, a1q “ γ holds for all a1 P A1.
Since A1 is at least as large as  (iv ) demands, 1 is indeed secure.
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Notice that if n turns out to be secure, then any set Zn exemplifying this will have the
desired properties. So it suffices to prove that the largest secure number, denoted by νp‹q

in the sequel, is equal to n.
Assume for the sake of contradiction that νp‹q ă n and let the sets Zνp‹q, Aνp‹q, the

function f 1 : Z
pr´1q

νp‹q
ÝÑ Γ, and the family pg1

iqiPI of decreasing colourings g1
i : Z

ps´1q

νp‹q
ÝÑ Φ

witness the security of νp‹q. Due to Ω ď |I|
`

νp‹q´1
s´2

˘

ă |I|ns´2 the second factor in  (iv ) is
integral and we may assume without loss of generality that

|Aνp‹q| “ p2|Γ|q
nr´2pn´νp‹qq

¨ p2|I|ns´2
q

|I|ns´2´Ω .

Now the plan is to reach a contradiction by establishing the security of νp‹q ` 1. To this
end we shall add a new element to Zνp‹q and extend the functions f 1 and g1

i appropriately.
The conditions that seems hardest to maintain is  (iii ) . In fact, this task requires some
preparations that have to be carried out before one decides which element gets added
to Zνp‹q.

Set zνp‹q “ maxpZνp‹qq and define

L “
␣

pi, Zq P I ˆ Z
ps´2q

νp‹q
: If zνp‹q R Z, then g1

ipZ Y tzνp‹quq “ `1
(

.

A pair of sets pW, Dq with W Ď L and D Ď Aνp‹q is said to be a candidate if
‚ for all pi, Zq P W and all dd1 P Dp2q we have gipZ Y td, d1uq “ ´1,
‚ and |D| ě p2|I|ns´2q´|W ||Aνp‹q|.

For instance, p∅, Aνp‹qq is a candidate and, consequently, we can pick a candidate pW‹, D‹q

for which |W‹| is maximal. Since Ω ` |W‹| ď |I|
`

νp‹q

s´2

˘

ď |I|ns´2, we may again assume that

|D‹| “ p2|I|ns´2
q

´|W‹|
|Aνp‹q| “ p2|Γ|q

nr´2pn´νp‹qq
¨ p2|I|ns´2

q
|I|ns´2´Ω´|W‹| .

Now we partition D‹ into two consecutive halves, i.e., we write D‹ “ D1 Ÿ D2 such
that |D1| “ |D2| “ 1

2 |D‹| and D1 ă D2. Put d2
‹ “ minpD2q and consider for every pair

pi, Zq P L ∖ W‹ the set

Xpi, Zq “
␣

d1
P D1 : gipZ Y td1, d2

‹uq “ ´1
(

.

Assume for the sake of contradiction that there exists a pair pi, Zq P L ∖ W‹ such that
|Xpi, Zq| ě p2|I|ns´2q´1|D‹|. Now for all y ă y1 from Xpi, Zq the assumption that gi be
increasing yields gipZ Y ty, y1uq ď gipZ Y ty, d2

‹uq “ ´1, whence gipZ Y ty, y1uq “ ´1. In
other words,

`

W‹ Y tpi, Zqu, Xpi, Zq
˘

is a candidate contradicting the maximality of |W‹|.
We have thereby proved |Xpi, Zq| ă p2|I|ns´2q´1|D‹| for all pairs pi, Zq P L ∖ W‹. Since

|L ∖ W‹| ď |L| ď |I|ns´2, this implies
ˇ

ˇ

ˇ

ˇ

ď

pi,ZqPL∖W‹

Xpi, Zq

ˇ

ˇ

ˇ

ˇ

ă 1
2 |D‹| “ |D1

| .
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Therefore, we can pick an element

zνp‹q`1 P D1 ∖
ď

pi,ZqPL∖W‹

Xpi, Zq

and set Zνp‹q`1 “ Zνp‹q Y tzνp‹q`1u.
With the help of this set we intend to convince ourselves that νp‹q`1 is secure, which will

contradict our maximal choice of νp‹q and thus conclude the proof of Lemma  3.3 . Towards
this goal, we need to specify an appropriate set Aνp‹q`1, a function f2 : Z

pr´1q

νp‹q`1 ÝÑ Γ, and a
family pg2

i qiPI of decreasing colourings g2
i : Z

ps´1q

νp‹q`1 ÝÑ Φ such that the conditions  (i ) –  (iv ) 

hold in this setting. These choices will be made in such a way that Aνp‹q`1 Ď D2, the
function f2 extends f 1, and for every i P I the colouring g2

i extends g1
i.

Our first step consists in determining Aνp‹q`1 and f2. To this end, we define for every
d2 P D2 the function hd2 : Z

pr´2q

νp‹q
ÝÑ Γ by

hd2pZq “ fpZ Y tzνp‹q`1, d2
uq for all Z P Z

pr´2q

νp‹q
.

Since |Z
pr´2q

νp‹q
| ď nr´2, there are at most |Γ|n

r´2 possible functions from Z
pr´2q

νp‹q
to Γ and

the Schubfachprinzip yields a function h‹ : Z
pr´2q

νp‹q
ÝÑ Γ together with a set Aνp‹q`1 Ď D2

satisfying hd2 “ h‹ for all d2 P Aνp‹q`1 and |Aνp‹q`1| ě |Γ|´nr´2
|D2|. For later use we remark

that

|Aνp‹q`1| ě
|D2|

|Γ|n
r´2 “

|D‹|

2|Γ|n
r´2 ě p2|Γ|q

nr´2pn´νp‹q´1q
¨ p2|I|ns´2

q
|I|ns´2´Ω´|W‹| .

Now we define the extension f2 Ě f 1 by f2pZ Y tzνp‹q`1uq “ h‹pZq for all Z P Z
pr´2q

νp‹q
and

observe that  (i ) clearly remains valid.
Proceeding with the extensions g2

i Ě g1
i for i P I we set

g2
i pZ Y tzνp‹q`1uq “

$

&

%

`1 if pi, Zq P L ∖ W‹

´1 otherwise

for all i P I and Z P Z
ps´2q

νp‹q
. Let us start the discussion of these colourings by verifying

that they are indeed decreasing. In other words, we want to check that if i P I and
Z P pZνp‹q ∖ tzνp‹quqps´2q satisfy g2pZ Y tzνp‹quq “ ´1, then g2pZ Y tzνp‹q`1uq “ ´1 follows.
To this end we just need to observe that g2pZ Y tzνp‹quq “ ´1 implies pi, Zq R L.

For the confirmation of  (ii ) it suffices to argue that if i P I, Z P Z
ps´2q

νp‹q
, and d2 P D2,

then gipZ Y tzνp‹q`1, d2uq “ g2
i pZ Y tzνp‹q`1uq. If pi, Zq P W‹, then the first bullet in the

definition of pW‹, D‹q being a candidate yields indeed gipZ Y tzνp‹q`1, d2uq “ ´1. Next,
if pi, Zq P L ∖ W‹, then zνp‹q`1 R Xpi, Zq entails gipZ Y tzνp‹q`1, d2

‹uq “ `1 and thus the
assumption that gi be increasing and d2

‹ “ minpD2q ď d2 reveal gipZ Y tzνp‹q`1, d2uq “ `1,
as desired. Finally, suppose that pi, Zq R L, whence zνp‹q R Z and g1

ipZ Y tzνp‹quq “ ´1.
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Since g1
i satisfies  (iii ) and zνp‹q`1, d2 P Aνp‹q, we have indeed gipZ Y tzνp‹q`1, d2uq “ ´1.

Altogether, we have thereby proved that the colourings g2
i still obey condition  (ii ) .

To handle the new cases of  (iii ) we show that if Z P Z
ps´2q

νp‹q
and either pi, Zq P W‹ or

pi, Zq R L, then gipZ Y ty, y1uq “ ´1 holds for all yy1 P Dp2q
‹ . For pi, Zq P W‹ this is a direct

consequence of pW‹, D‹q being a candidate, so we may suppose pi, Zq R L from now on,
which, let us recall, means zνp‹q R Z and g1

ipZ Y tzνp‹quq “ ´1. So the desired conclusion is
already covered by g1

i satisfying  (iii ) .
Finally, we need to verify the lower bound on |Aνp‹q`1| promised by  (iv ) . Denoting the

number of pairs pi, Zq such that i P I, zνp‹q`1 P Z P Z
ps´1q

νp‹q`1, and g2
i pZq “ ´1 by Ω1 it

suffices to check that Ω1 “ Ω ` |W‹|. Since Ω1 counts the number of pairs pi, Zq P I ˆ Z
ps´2q

νp‹q

satisfying g2
i pZ Y tzνp‹q`1uq “ ´1, or in other words Z R L ∖ W‹, we have indeed

Ω1
“ |I ˆ Z

ps´2q

νp‹q
∖ pL ∖ W‹q|

“ |I ˆ Z
ps´2q

νp‹q
∖ L| ` |W‹|

“
ˇ

ˇ

␣

pi, Zq P I ˆ Z
ps´2q

νp‹q
: zνp‹q R Z and g1

ipZ Y tzνp‹quq “ ´1
(
ˇ

ˇ ` |W‹|

“ Ω ` |W‹| .

This concludes the proof that νp‹q ` 1 is secure and, as we said before, this contradiction
to the choice of νp‹q establishes Lemma  3.3 . □

We remark that the case I “ ∅ can be handled similarly but much easier. In this
case one can ignore all parts of the proof addressing I and, moreover, there is no need to
divide the set D‹ “ Aνp‹q into two halves. Therefore, one obtains the following well-known
statement.

Corollary 3.4. If n ě r ě 2 and N ě |Γ|n
r´1, then for every colouring f : rN sprq ÝÑ Γ

there are a set X Ď rN s of size n and a function f 1 : Xpr´1q ÝÑ Γ governing the restriction
of f to Xprq. l

3.2. Definite orderings. Resuming the task of proving Theorem  1.4 we shall now study
orderings prN spkq,Jq that are “almost canonical” in the sense that we can easily extract a
sign vector ε “ pε1, . . . , εkq P t`1, ´1uk and a permutation σ P Sk from them such that J
behaves in some important ways like the canonical ordering associated with pε, σq. For
transparency we shall assume N ě 2k ` 1 throughout this investigation.

Observe that in the canonical case, an entry εi “ `1 in the sign vector indicates that
we can increase a set x P rN spkq with respect to J by increasing its element in the ith

position, whereas an entry εi “ ´1 signifies that it is the other way around. When J
is arbitrary and i P rks we call a triple S “ pX, A, Y q P rN spi´1q ˆ rN sp2q ˆ rN spk´iq with
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X ă A ă Y an i-decider. Notice that i-deciders are in natural bijective correspondence
with pk ` 1q-subsets of rN s. If S “ pX, A, Y q is such an i-decider and A “ tc, du with c ă d

we may compare the sets Spcq “ X Y tcu Y Y and Spdq “ X Y tdu Y Y with respect to J.
If Spcq J Spdq we set εipSq “ `1 and in case Spdq J Spcq we put εipSq “ ´1. So roughly
speaking, εipSq “ `1 means that the i-decider S “thinks” that εi should have the value `1.
If all i-deciders S agree and yield the same sign εipSq we say that J is i-definite and denote
the common value of all εipSq by εi. It may happen that J is i-definite for every i P rks

and in this case we call the ordering J sign-definite and ε “ pε1, . . . , εkq is referred to as its
sign-vector. Clearly, the canonical ordering associated with a pair pε, σq P t`1, ´1uk ˆ Sk

is sign-definite and has sign-vector ε in this sense.
Next we explain the extraction of a permutation from an “almost canonical” ordering. Let

ij P rksp2q with i ă j be an arbitrary pair of indices. Observe that for a permutation σ P Sk,
the number i occurs before j in the list σp1q, . . . , σpkq if and only if σ´1piq ă σ´1pjq. So
for the canonical ordering considered in Definition  1.1 σ´1piq ă σ´1pjq indicates that i has
in the following sense higher priority than j. If we take a set x P rN spkq and change both
its ith and its jth element, while keeping the relative positions of the elements fixed, then
whether we increase or decrease x with respect to J is decided by εi and the direction in
which we move the ith element alone. Similarly σ´1pjq ă σ´1piq means that j has higher
priority than i. Now suppose that the ordering J is not necessarily canonical but still
sign-definite with sign vector ε “ pε1, . . . , εkq. By an ij-decider we mean a quintuple

P “ pX, A, Y, B, Zq P rN s
pi´1q

ˆ rN s
p2q

ˆ rN s
pj´i´1q

ˆ rN s
p2q

ˆ rN s
pk´jq

with X ă A ă Y ă B ă Z. So ij-deciders are in natural bijective correspondence with
pk ` 2q-subsets of rN s. Given such an ij-decider P “ pX, A, Y, B, Zq and two elements
a P A, b P B we set P pa, bq “ X YtauYY YtbuYZ. The restriction of J to the four-element
set

xP y “
␣

P pa, bq : pa, bq P A ˆ B
(

is largely determined by εi and εj. Notably, if we write A “ tci, diu and B “ tcj, dju

such that εici ă εidi and εjcj ă εjdj, then the J-minimum of xP y is P pci, cjq and the
J-maximum is P pdi, djq. So the only piece of information we are lacking is how P pci, djq

compares to P pdi, cjq. We let σijpP q denote

the number provided that

`1 P pci, djq J P pdi, cjq,
´1 P pdi, cjq J P pci, djq.
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So intuitively σijpP q “ `1 means that P “believes” i to have higher priority than j,
while in the opposite case it is the other way around. If σijpP q stays constant as P varies
over all ij-deciders we say that J is ij-definite and denote the common value of all σijpP q

by σij. Finally, if J is ij-definite for all pairs ij P rksp2q we call J a permutation-definite
ordering. We remark that in the canonical case σij “ `1 is equivalent to σ´1piq ă σ´1pjq

meaning that the statement σij ¨
`

σ´1pjq ´ σ´1piq
˘

ą 0 is always valid. Let us check that,
conversely, in the permutation-definite case we can define a permutation σ having this
property.

Lemma 3.5. Suppose that N ě 2k. If the ordering prN spkq,Jq is both sign-definite and
permutation-definite, then there exists a permutation σ P Sk such that

σij ¨
`

σ´1
pjq ´ σ´1

piq
˘

ą 0

holds whenever 1 ď i ă j ď k.

Proof. Let ε “ pε1, . . . , εkq be the sign-vector of J and write t2i ´ 1, 2iu “ tci, diu such
that εici ă εidi holds for every i P rks. Consider the sets

xi “ tciu Y tdj : j ‰ iu

and let σ P Sk be the permutation satisfying

xσp1q J ¨ ¨ ¨ J xσpkq .

Whenever 1 ď i ă j ď k the quintuple

Pij “
`

tdr : 1 ď r ă iu, t2i ´ 1, 2iu, tds : i ă s ă ju, t2j ´ 1, 2ju, tdt : j ă t ď ku
˘

is an ij-decider and σij is the sign `1 if and only if xi J xj, which is in turn equivalent
to σ´1piq ă σ´1pjq. In other words, irrespective of whether σij is positive or negative the
statement σij ¨

`

σ´1pjq ´ σ´1piq
˘

ą 0 holds. □

The remainder of this section deals with the question how much a sign-definite and
permutation-definite ordering prN spkq,Jq with sign-vector ε and permutation σ (obtained
by means of Lemma  3.5 ) needs to have in common with the canonical ordering associated
with pε, σq in the sense of Definition  1.1 . For instance, Lemma  3.7 below asserts that under
these circumstances there exists a dense subset W Ď rN s such that pW pkq,Jq is ordered in
this canonical way.

The strategy we use for this purpose is the following. Suppose that x, y P rN spkq are
written in the form x “ tx1, . . . , xku and y “ ty1, . . . , yku, where x1 ă ¨ ¨ ¨ ă xk and
y1 ă ¨ ¨ ¨ ă yk. Our goal is to prove that in many cases we have

x J y ðñ pεσp1qxσp1q, . . . , εσpkqxσpkqq ălex pεσp1qyσp1q, . . . , εσp1qyσpkqq . (3.2)
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We shall say that a pair of k-sets px, yq is pε, σq-sound if it satisfies the equivalence ( 3.2 ).
Moreover, we set ∆px, yq “ ti P rks : xi ‰ yiu. The plan towards Lemma  3.7 is to construct
a sequence of sets rN s “ W1 Ě ¨ ¨ ¨ Ě Wk such that every pair px, yq of k-sets with x, y Ď Wt

and |∆px, yq| ď t is pε, σq-sound. The statement that follows will assist us in the step of
an induction on t.

Lemma 3.6. For L Ď Z let pLpkq,Jq be an ordering that is sign-definite with sign-vector ε

and permutation-definite with permutation σ. Suppose t P rk ´ 1s has the property that
every pair px, yq of k-sets with x, y Ď L and |∆px, yq| ď t is pε, σq-sound.

Let I Ď rks be a set of t ` 1 indices and let i P rks be the least index with σpiq P I.
Further, let x “ tx1, . . . , xku and y “ ty1, . . . , yku be two k-element subsets of L such that
∆px, yq “ I and xσpiq ă yσpiq. If a denotes the least member of L larger than xσpiq and the
conditions

‚ a ă yσpiq,
‚ σpiq “ minpIq ùñ a ă mintxσpiq`1, yσpiq`1u,
‚ and σpiq “ maxpIq ùñ a ą maxtxσpiq´1, yσpiq´1u

hold, then the pair px, yq is pε, σq-sound.

Proof. Without loss of generality we may assume εσpiq “ `1. We are to prove that x J y

and in all cases this will be accomplished by finding a k-set z Ď L such that the pairs px, zq

and pz, yq are pε, σq-sound and x J z J y holds.
Suppose first that minpIq ă σpiq ă maxpIq. Due to a P pxσpiq, yσpiqq Ď pxσpiq´1, yσpiq`1q

the set z “ tx1, . . . , xσpiq´1, a, yσpiq`1, . . . , yku has k elements that have just been enumerated
in increasing order. Moreover σpiq ‰ minpIq yields |∆px, zq| ď t and, therefore, px, zq is
indeed pε, σq-sound, which implies x J z. Similarly, σpiq ‰ maxpIq leads to z J y.

Next we suppose that σpiq “ minpIq, which owing to the second bullet entails

a ă mintxσpiq`1, yσpiq`1u .

Let j P rks be the second smallest index with σpjq P I.

If and then we set z “

xσpjq ă yσpjq σpjq ă maxpIq tx1, . . . , xσpiq´1, a, xσpiq`1, . . . , xσpjq, yσpjq`1, . . . , yku,
xσpjq ă yσpjq σpjq “ maxpIq tx1, . . . , xσpiq´1, a, xσpiq`1, . . . , xσpjq´1, yσpjq, . . . , yku,
xσpjq ą yσpjq σpjq ă maxpIq tx1, . . . , xσpiq´1, a, yσpiq`1, . . . , yσpjq, xσpjq`1, . . . , xku,
xσpjq ą yσpjq σpjq “ maxpIq tx1, . . . , xσpiq´1, a, yσpiq`1, . . . , yσpjq´1, xσpjq, . . . , xku.

In all four cases we have listed the elements of z in increasing order. Furthermore, in
almost all cases we have |∆px, zq| ď t and, consequently, x J z. In fact, the only exception
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occurs if we are in the second case and t “ 2. But if this happens, then

P “
`

tx1, . . . , xσpiq´1u, txσpiq, au, txσpiq`1, . . . , xσpjq´1u, txσpjq, yσpjqu, tyσpjq`1, . . . , yku
˘

is an σpiqσpjq-decider. Since the ordering J is permutation-definite, we know that it orders
the four-element set xP y “correctly” and, as x, z belong to this set, x J z holds in this
case as well.

Similarly, in almost all cases we have ∆py, zq ď t and y J z, the only exception occurring
if we are in the fourth case and t “ 2. Under these circumstances

Q “
`

tx1, . . . , xσpiq´1u, ta, yσpiqu, tyσpiq`1, . . . , yσpjq´1u, txσpjq, yσpjqu, txσpjq`1, . . . , xku
˘

is an σpiqσpjq-decider and, as before, y, z P xQy implies y J z.
This concludes our discussion of the case σpiq “ minpIq and it remains to deal with the

case σpiq “ maxpIq. Here one can either perform a similar argument, or one argues that
this case reduces to the previous one by reversion the ordering of the ground set. That is,
one considers the ordering

`

p´Lqpkq,J‹
˘

defined by

x J‹ y ðñ p´xq J p´yq ,

where ´L means t´ℓ : ℓ P Lu and ´x, ´y are defined similarly. If one replaces J by J‹,
then I‹ “ pk ` 1q ´ I assumes the rôle of I, minima correspond to maxima and the second
and third bullet in the assumption of our lemma are exchanged. □

We proceed with the existence of “dense” canonical subsets promised earlier.

Lemma 3.7. If N ě 2k and the ordering prN spkq,Jq is both sign-definite and permutation-
definite, then there exists a set W Ď rN s of size |W | ě 21´kN such that J is canonical
on W pkq.

Proof. For every t P rks we set

Wt “
␣

n P rN s : n ” 1 pmod 2t´1
q
(

.

Clearly |Wk| ě 21´kN , so it suffices to prove that J is canonical on W
pkq

k .
Denote the sign-vector of J by ε “ pε1, . . . , εkq and let σ P Sk be the permutation

obtained from J by means of Lemma  3.5 . Let us prove by induction on t P rks that if two
k-element subsets x, y Ď Wt satisfy |∆px, yq| ď t, then px, yq is pε, σq-sound.

In the base case t “ 1 we have W1 “ rN s and everything follows from our assumption
that J be sign-definite. In the induction step from t P rk ´ 1s to t ` 1 we appeal to
Lemma  3.6 . Since no two elements of Wt`1 occur in consecutive positions of Wt, the
bulleted assumptions are satisfied and thus there are no problems with the induction step.
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Since |∆px, yq| ď k holds for all k-element subsets of Wk, the case t “ k of our claim
proves the lemma. □

Next we characterise the canonical orderings on prN spkq,Jq for N ě 2k ` 1.

Lemma 3.8. If N ě 2k ` 1 and the ordering prN spkq,Jq is canonical, then there exists a
pair pε, σq P t´1, `1uk ˆ Sk such that J is the ordering associated with pε, σq.

Proof. Let ε and σ denote the sign vector and the permutation of J as introduced in §  3.2 .
We shall show that J coincides with the canonical ordering associated to pε, σq.

Otherwise there exists a pair px, yq of subsets of rN s that fails to be pε, σq-sound. Assume
that such a pair px, yq is chosen with t ` 1 “ |∆px, yq| minimum. Since J is sign-definite we
know that t P rk ´ 1s. Set I “ ∆px, yq and let i P rks be the smallest index with σpiq P I.
By symmetry we may assume that xσpiq ă yσpiq. Due to |I| ě 2 it cannot be the case
that σpiq is both the minimum and the maximum of I and as in the proof of Lemma  3.6 it
suffices to study the case σpiq ‰ maxpIq.

First Case: maxpx Y yq ă N

Define a strictly increasing map φ : x Y y ÝÑ rN s by φpzq “ z for z ď xσpiq and
φpzq “ z ` 1 for z ą xσpiq. Now by Lemma  3.6 the pair

`

φrxs, φrys
˘

is pε, σq-sound.
Moreover, the canonicity of J tells us that

`

pxYyqpkq,J
˘

and
`

φrxYyspkq,J
˘

are isomorphic
via φ. For these reasons, the pair px, yq is pε, σq-sound as well.

Second Case: maxpx Y yq “ N

Let η : x Y y ÝÑ r|x Y y|s be order-preserving. In view of |x Y y| ď 2k ă N we know from
the first case that the pair

`

ηrxs, ηrys
˘

is pε, σq-sound and by canonicity so is px, yq. □

Remark 3.9. The results of this subsection easily yield the weaker upper bound

Lpkq
pnq ď Rpk`2q

`

2k´1n,
`

k`2
2

˘

!
˘

ď tk`1pCknq .

To see this, let prN spkq,Jq be any ordering, where N “ Rpk`2qp2k´1n,
`

k`2
2

˘

!q. For a
set A P rN spk`2q there are

`

k`2
2

˘

! possibilities how the restriction of J to Apk`2q can look.
So by the definition of Ramsey numbers there is a set Z Ď rN s with |Z| “ 2k´1n such
that for all A, B Ď Z with |A| “ |B| “ k ` 2 the order-preserving map η : A ÝÑ B

induces an order preserving map from pApkq,Jq to pBpkq,Jq. This implies, in particular,
that J is sign-definite and permutation-definite on Zpkq. Thus by Lemma  3.7 there exists
a set X Ď Z with |X| ě 21´k|Z| “ n such that J orders Xpkq canonically.

Now it remains to save one exponentiation, which requires a more careful reasoning.
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3.3. Further concepts. Throughout this subsection, we fix a natural number k ě 2.
Let Γ denote the set of all orderings * that can be imposed on rk ` 2spkq. We regard Γ as
a set of colours having the size |Γ| “

`

k`2
2

˘

!. As in Remark  3.9 we associate with every
ordering prN spkq,Jq the colouring f : rN spk`2q ÝÑ Γ mapping every A P rN spk`2q to the
unique ordering * P Γ with the property that pApkq,Jq and prk `2spkq,*q are isomorphic via
the order-preserving map from A to rk ` 2s. Roughly speaking, what Theorem  1.4 asserts
is that colourings of this form are so special that one can prove a Ramsey theorem for
them that requires just k exponentiations rather than the expected k ` 1 exponentiations.

For an integer m P rk ` 1s we shall say that an ordering prN spkq,Jq is governed by
m-sets if there exists a function fm : rN spmq ÝÑ Γ governing the function f : rN spk`2q ÝÑ Γ
associated with J.

Definition 3.10. If prN spkq,Jq is an ordering, i, m P rks, and W Ď rN s we say that
εm

i : W pmq ÝÑ Φ is an m-ary sign function for pW pkq,Jq provided the following holds: If
S “ pX, A, Y q is an i-decider with X Ÿ A Ÿ Y Ď W and M denotes the set consisting of
the m smallest elements of X Ÿ A Ÿ Y , then εipSq “ εm

i pMq.

In other words, the existence of an m-ary sign function εm
i : W pmq ÝÑ Φ means that for

i-deciders S “ pX, A, Y q with X Ÿ A Ÿ Y Ď W the value of εipSq only depends on the
first m elements of X Ÿ A Ÿ Y , while the remaining k ` 1 ´ m elements of X Ÿ A Ÿ Y are
destitute of any effect.

We shall frequently utilise the fact that if m P r2, k ` 1s and prN spkq,Jq is governed by m-
sets, then for every i P rks there exists an pm´1q-ary sign function εm´1

i : r2, N spm´1q ÝÑ Φ.
This is because for an i-decider S “ pX, A, Y q with X Ÿ A Ÿ Y Ď r2, N s the value of εipSq

can be inferred from the colour fpt1u Ÿ X Ÿ A Ÿ Y q, where f : rN spk`2q ÝÑ Γ denotes the
function associated with J.

Suppose that m P r2, k ` 1s, W Ď Z and that pW pkq,Jq denotes an ordering possessing
for every i P rks an pm´1q-ary sign function εm´1

i : W pm´1q ÝÑ Φ. If i ă j from rks are two
indices and P “ pX, A, Y, B, Zq is an ij-decider, we determine the colour σm

ij pP q as follows:
Let M denote the set consisting of the m ´ 1 smallest elements of X Ÿ A Ÿ Y Ÿ B Ÿ Z,
enumerate A “ tci, diu as well as B “ tcj, dju in such a way that εm´1

i pMqci ă εm´1
i pMqdi

and εm´1
j pMqcj ă εm´1

j pMqdj, and set

σm
ij pP q “ provided that

`1 P pci, djq J P pdi, cjq,
´1 P pdi, cjq J P pci, djq.
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Definition 3.11. If m P r2, k ` 1s, ij P rksp2q, and the ordering pW pkq,Jq possesses
pm ´ 1q-ary sign functions εm´1

1 , . . . , εm´1
k , then we say that σm

ij : W pmq ÝÑ Φ is an m-
ary permutation colouring if σm

ij pP q “ σm
ij pMq holds, whenever P “ pX, A, Y, B, Zq is an

ij-decider and M denotes the set of the m smallest elements of X Ÿ A Ÿ Y Ÿ B Ÿ Z.

It should be clear that if in addition to possessing the pm ´ 1q-ary sign functions
εm´1

1 , . . . , εm´1
k the ordering pW pkq,Jq is governed by m-sets, then all m-ary permutation

colourings pσm
ij q with ij P rksp2q exist. Consequently, if prN spkq,Jq is governed by m-sets,

then for every pair ij P rksp2q there exists a permutation colouring σm
ij : r2, N spmq ÝÑ Φ.

3.4. Plan. Let us now pause to explain our strategy for proving Theorem  1.4 . Given
an arbitrary ordering prN spkq,Jq with N “ tkpnCkq we need to find a set X Ď rN s of
size n such that pXpkq,Jq is ordered canonically. Following the same strategy as in
Remark  3.9 it would suffice to find a set Y Ď rN s of size 2k´1n which is monochromatic
with respect to the colouring f : rN spk`2q ÝÑ Γ associated with J. So the problem is that
we have only k exponentiations available but hope to synchronise sets of size k ` 2. What
happens when we nevertheless perform the standard argument producing upper bounds
on Ramsey numbers is that we obtain sets rN s “ Zk Ě Zk´1 Ě ¨ ¨ ¨ Ě Z0 such that for
every m P r0, ks the ordering pZpkq

m ,Jq is governed by pm ` 2q-sets and the size of Zm is,
roughly, m times exponential. In particular, Z0 has roughly the size nCk{2 and pZ

pkq

0 ,Jq is
governed by pairs. We may assume further that for every pair ij P rksp2q a permutation
colouring σ2

ij : Z
p2q

0 ÝÑ Φ exists. Moreover, it would suffice to find a set Y Ď Z0 that
is monochromatic with respect to each σ2

ij. This problem still sounds like we need an
exponential rather than a polynomial dependence between |Y | and |Z0|, but Lemma  3.2 

suggests the following alternative: if it turns out that the colourings σ2
ij are monotone,

then we are done (for reasons explained in Lemma  3.14 ).
Now for some of the permutation colourings, like σ2

1j with j P r2, ks, one can indeed prove
that they are always monotone (see Lemma  3.12 below), but it seems unlikely that in the
setting we have described so far one can prove that, for instance, σ2

57 is always monotone.
To address this issue we exploit that the colourings σ2

ij become known “gradually” in
the course of the argument. When we have just constructed a set Zm we already know
a colouring σm`2

ij of its pm ` 2q-subsets such that, later, σ2
ij will govern its restriction

to Z
pm`2q

0 . Suppose that in the sequence of colourings σk
57, σk´1

57 , . . . , σ2
57 there is at least

one that is monotone, say σm`2
57 , where m ě 1. What Lemma  3.3 tells us is that when

selecting Zm´1 Ď Zm we can not only ensure that pZ
pkq

m´1,Jq is governed by pm ` 1q-sets,
but also that σm`1

57 is still monotone. Iterating this observation we see that if some σm
57 is

monotone, then we can protect ourselves against ever loosing the monotonicity. Rather, we
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can arrange that all of σm
57, σm´1

57 , . . . , σ2
57 are monotone. We shall see in Lemma  3.13 that

for i ě 2 the permutation colouring σi
ij is automatically monotone. For these reasons, we

can indeed find a set Z0 of polynomial size on which all pair colourings σ2
ij are monotone,

which essentially proves Theorem  1.4 .

3.5. Canonisation. Coming to the details we begin by establishing the monotonicity
of σ2

1j for j P r2, ks.

Lemma 3.12. If the ordering prN spkq,Jq is sign-definite and governed by pairs, then for
every j P r2, ks the colouring σ2

1j is increasing on r2, N ´ ksp2q.

Proof. Given three numbers r ă s ă t from r2, N ´ ks satisfying σ2
1jprsq “ `1 we are to

prove that σ2
1jprtq “ `1. Let ε “ pε1, . . . , εkq be the sign vector of J. We partition

rN ´ k ` 1, N s “ Y Ÿ B Ÿ Z such that Y ă B ă Z

and |Y | “ j ´ 2, |B| “ 2, |Z| “ k ´ j and we enumerate B “ tcj, dju such that εjcj ă εjdj .
Notice that P “ p∅, tr, su, Y, B, Zq and Q “ p∅, tr, tu, Y, B, Zq are 1j-deciders, whence
σ2

1jprsq “ σ1jpP q and σ2
1jprtq “ σ1jpQq. Thus our task is to derive σ1jpQq “ `1 from

σ1jpP q “ `1.

First Case: ε1 “ `1

Now σ1jpP q “ `1 is defined to mean rY djZ J sY cjZ, where rY djZ abbreviates
tru Y Y Y tdju Y Z and sY cjZ is defined similarly. Moreover, S “ pts, tu, Y cjZq is a
1-decider and ε1pSq “ ε1 “ `1 implies sY cjZ J tY cjZ. So the transitivity of J leads to
rY djZ J tY cjZ, for which reason we have indeed σ1jpQq “ `1.

Second Case: ε1 “ ´1

This time σijpP q “ `1 translates into sY djZ J rY cjZ and working with the 1-decider
pts, tu, Y djZq we infer tY djZ J sY djZ. Hence tY djZ J rY cjZ and σ1jpQq “ `1. □

Virtually the same proof also yields the following result.

Lemma 3.13. If 2 ď i ă j ď k and the ordering prN spkq,Jq is governed by i-sets, then
the restriction of σi

ij to r2, N ´ kspiq is decreasing.

Proof. Suppose that X Ď r2, N ´ ks and r, s P r2, N ´ ks satisfy |X| “ i ´ 1, X ă r ă s, as
well as σi

ijpXrq “ ´1. We are to prove that σi
ijpXsq “ ´1. To this end we set t “ N ´k `1

and take three sets Y, Z, B Ď rN ´ k ` 2, N s with Y ă B ă Z of the sizes |Y | “ j ´ i ´ 1,
|B| “ 2, and |Z| “ k ´ j. Now P “ pX, tr, tu, Y, B, Zq and Q “ pX, ts, tu, Y, B, Zq are
two ij-deciders, we have σijpP q “ σi

ijpXrq “ ´1, and it remains to show σijpQq “ ´1.
Recall that J being governed by i-sets implies, in particular, that there are pi ´ 1q-ary sign
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functions εi´1
i and εi´1

j defined on r2, N spk´1q. So we can enumerate B “ tcj, dju in such a
way that εi´1

j pXqcj ă εi´1
j pXqdj.

First Case: εi´1
i pXq “ `1

Our assumption σi
ijpP q “ ´1 is defined to mean XtY cjZ J XrY djZ. Furthermore,

the triple S “ pX, tr, su, Y djZq is an i-decider and εipSq “ εi´1
i pXq “ `1 implies that

XrY djZ J XsY djZ. So altogether we have XtY cjZ J XsY djZ or, in other words,
σi

ijpQq “ ´1.

Second Case: εi´1
i pXq “ ´1

This time σi
ijpP q “ ´1 abbreviates the statement XrY cjZ J XtY djZ and the case

hypothesis εi´1
i pXq “ ´1 implies XsY cjZ J XrY cjZ. For these reasons we have

XsY cjZ J XtY djZ, i.e., σi
ijpQq “ ´1. □

Next we elaborate on the reason why we care about the monotonicity of the permutation
colourings.

Lemma 3.14. There exists an absolute constant C 1
k such that if n ě 2k, N ě C 1

knk2, the
ordering prN spkq,Jq is governed by pairs, and all permutation colourings σ2

ij with i ě 2 are
monotone, then there is a set Z Ď rN s of size n such that pZpkq,Jq is ordered canonically.

Proof. Since the ordering J is governed by pairs, it has unary sign functions ε1, . . . , εk

defined on r2, N sp1q. In other words, every x P r2, N s has its own “opinion”

εpxq “
`

ε1pxq, . . . , εkpxq
˘

P Φk

what the sign vector should be, where Φ “ t´1, `1u was introduced in ( 3.1 ). Due to the
Schubfachprinzip, there are a set Y Ď r2, N s of size |Y | ě 2´kN as well as a vector ε P Φk

such that εpyq “ ε holds for every y P Y . Now pY pkq,Jq is sign-definite and by Lemma  3.12 

the set Y‹ Ď Y obtained from Y by deleting the smallest and the k largest elements has
the following property: for every pair ij P rksp2q the restriction of σ2

ij to Y p2q
‹ is monotone.

Notice that |Y‹| ě 2´k´1N .
Now Lemma  3.2 applied to I “ rksp2q and the family pσ2

ijqijPI yields a set Z‹ Ď Y‹ of size
|Z‹| “ 2k´1n that is monochromatic with respect to every σ2

ij. This means that pZpkq
‹ ,Jq

is not only sign-definite but also permutation-definite, and Lemma  3.7 leads to the desired
set Z. □

It remains to execute the plan laid out in § 3.4 .

Proof of Theorem  1.4 . Given k ě 2 we let C 1
k denote the constant delivered by the previous

lemma. Recall that Γ denotes the set of linear orderings of rk ` 2spkq. Now for an arbitrary
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number n ě 2k we define recursively

N0 “ C 1
knk2

` k ` 1 ,

Nm “ p2|Γ|q
Nm`1

m´1 ¨ p2k2Nm
m´1q

k2Nm
m´1 ` k ` 1 for m P rk ´ 2s ,

Nk´1 “ |Γ|
Nk´2

k´2 ,

and finally Nk “ |Γ|
Nk´1

k´1 .

An easy induction on m discloses that for every m P r0, ks there exists an absolute
constant Ck,m such that Nm ď tm

`

Ck,mn2k2˘ holds for all n ě 2k. In particular, there
exists an absolute constant Ck such that independently of n we have Nk ď tkpnCkq. So it
suffices to show that for every ordering prNkspkq,Jq there exists a set Z Ď rNks of size n

such that J orders Zpkq canonically. Two successive applications of Corollary  3.4 yield a
set Zk´2 Ď rN s of size |Zk´2| “ Nk´2 such that pZ

pkq

k´2,Jq is governed by k-sets.

Claim 3.15. For every m P r0, k´2s there exists a set Zm Ď rNks of size |Zm| “ Nm ´k´1
such that pZpkq

m ,Jq is governed by pm ` 2q-sets and for every ij P rm ` 2, ksp2q there is a
monotone permutation colouring σm`2

ij : Zpm`2q
m ÝÑ Φ.

Proof of Claim  3.15 . We argue by decreasing induction on m, the base case m “ k ´ 2
already being known. Now suppose that m P rk ´ 2s and that we already have obtained a
set Zm Ď rNks with the desired property.

We plan to apply Lemma  3.3 to Nm´1, m`2, m`2, and Zm here in place of n, r, s, and X

there. Instead of f there we take the function fm`2 : Zpm`2q
m ÝÑ Γ governing the function

f : rNkspk`2q ÝÑ Γ associated with J. Finally, we take the index set I “ rm`2, ksp2q, which
clearly satisfies |I| ď k2, and the family pσm`2

ij qijPI of monotone permutation colourings
σm`2

ij : Zpm`2q
m ÝÑ Φ provided by the induction hypothesis. Since

Nm ´ k ´ 1 ě p2|Γ|q
Nm`1

m´1 ¨ p2|I|Nm
m´1q

|I|Nm
m´1 ,

the intended application of Lemma  3.3 is justified and we can obtain a set Z 1
m´1 Ď Zm of

size |Z 1
m´1| “ Nm´1 such that

`

Z 1pkq

m´1,J
˘

is governed by pm ` 1q-sets and the permutation
colourings pσm`1

ij qijPI are monotone. The set Zm´1 arising from Z 1
m´1 by cutting off the

smallest and the k largest elements has all desired properties, because by Lemma  3.13 the
permutation colourings σm`1

m`1,j with j P rm ` 2, ks are monotone as well. □

Observe that the case m “ 0 yields a set Z0 of size |Z0| “ N0 ´ pk ` 1q “ C 1
knk2 . By our

choice of C 1
k according to Lemma  3.14 there exists a set Z Ď Z0 of size |Z| “ n such that

pZpkq,Jq is ordered canonically. This concludes the proof of Theorem  1.4 . □
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§4. Shelah’s upper bound on Erdős-Rado numbers

In this section we show that the results in § 3.1 can also be used for reproving Shelah’s
theorem that k-uniform Erdős-Rado numbers grow (at most) k ´ 1 times exponentially.
More precisely, we shall show ERpkq

pnq ď tk´1pCkn6kq, where, let us recall, an estimate of
the form ERpkq

pnq ď N means that for every equivalence relation ” on rN spkq there exist an
n-element subset X Ď rN s and a set I Ď rks such that ” and ”I agree on Xpkq. Here, for
two sets of positive integers x “ tx1, . . . , xku and y “ ty1, . . . , yku with x1 ă ¨ ¨ ¨ ă xk and
y1 ă ¨ ¨ ¨ ă yk and for a subset I Ď rks the statement x ”I y is defined to mean that xi “ yi

holds for all i P I. Throughout the entire section we fix an integer k ě 2. Moreover, Γ will
always denote the set of all equivalence relations on rk ` 2spkq.

4.1. Preparation. Beginning as in Remark  3.9 we associate with every equivalence relation
prN spkq, ”q the colouring f : rN spk`2q ÝÑ Γ mapping every set A P rN spk`2q to the unique
equivalence relation „P Γ with the property that pApkq, ”q and prk`2spkq, „q are isomorphic
via the order-preserving map from A to rk ` 2s. For m P rk ` 2s we say that prN spkq, ”q

is governed by m-sets if there exists a function fm : rN spmq ÝÑ Γ which governs f . For
instance, every equivalence relation is governed by pk`2q-sets. Next we associate with every
equivalence relation some auxiliary colourings gi using the set of colours Φ “ t´1, `1u

introduced in (  3.1 ).

Definition 4.1. Let N ě k ` 1 be an integer and let i P rks be an index. The ith auxiliary
function gi : rN spk`1q ÝÑ Φ of an equivalence relation prN spkq, ”q is defined by

gipz1, . . . , zk`1q “ 1 ðñ tz1, . . . , zi´1, zi`1, . . . , zk`1u ” tz1, . . . , zi, zi`2, . . . , zk`1u

whenever 1 ď z1 ă ¨ ¨ ¨ ă zk`1 ď N .

Like the permutation colourings in the previous section, these functions will later
be synchronised by means of an iterative application of Lemma  3.3 . Notice that if
an equivalence relation prN spkq, ”q is governed by m-sets, then there exists a function
gm´1

i : r2, N spm´1q ÝÑ Φ governing the restriction of gi to r2, N spk`1q. Our next result
asserts that at some stage of our argument these functions will automatically become
monotone.

Lemma 4.2. If N ě 2k, m P rks, and prN spkq, ”q is governed by pm ` 1q-sets, then the
function gm

m : r2, N spmq ÝÑ Φ is increasing on r2, N ´ kspmq.

Proof. Let some integers 2 ď a1 ă ¨ ¨ ¨ ă am ă a1
m ď N ´ k satisfying gm

mpa1, . . . , amq “ 1
be given. We are to prove that gm

mpa1, . . . , am´1, a1
mq “ 1 holds as well. Set a0 “ 1 and

am`i “ N ´ k ` i for every i P rk ` 1 ´ ms. Our assumption yields gmpa1, . . . , ak`1q “ 1,
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whence

ta1, . . . , am, am`2, . . . , ak`1u ” ta1, . . . , am´1, am`1, . . . , ak`1u .

This piece of information is among the facts encoded in fpa0, . . . , ak`1q and, as prN spkq, ”q

is governed by pm ` 1q-sets, the same information is known to

fpa0, . . . , am, a1
m, am`2, . . . , ak`1q .

Consequently, we also have

ta1, . . . , am, am`2, . . . , ak`1u ” ta1, . . . , am´1, a1
m, am`2, . . . , ak`1u .

Both displayed equivalences have the same left side, so the transitivity of ” leads to

ta1, . . . , am´1, a1
m, am`2, . . . , ak`1u ” ta1, . . . , am´1, am`1, . . . , ak`1u ,

for which reason

gm
mpa1, . . . , am´1, a1

mq “ gmpa1, . . . , am´1, a1
m, am`1, . . . , ak`1q “ 1 . □

Let us observe that for canonical equivalence relations ”I with I Ď rks the auxiliary
functions g1, . . . , gk are constant. Moreover, if ε1, . . . , εk P Φ denote the values these
functions always attain, then I “ ti P rks : εi “ ´1u. In the converse direction, if we have
an equivalence relation prN spkq, ”q with the property that such colours ε1, . . . , εk P Φ exist,
then we may define I “ ti P rks : εi “ ´1u, but it does not follow immediately that ”

coincides with the canonical equivalence relation ”I . This is why we require an additional
purging argument.

Definition 4.3. For i P rks an equivalence relation prN spkq, ”q is said to be i-purged if for
all integers a1, . . . , ai, b1, . . . , bi, ci`1, . . . , ck`1 satisfying

(i ) 1 ď a1 ă ¨ ¨ ¨ ă ai and 1 ď b1 ă ¨ ¨ ¨ ă bi,
(ii ) maxpai, biq ă ci`1 ă ¨ ¨ ¨ ă ck`1 ď N ,

(iii ) gipa1, . . . , ai, ci`1, . . . , ck`1q “ gipb1, . . . , bi, ci`1, . . . , ck`1q “ ´1,
(iv ) and ta1, . . . , ai, ci`1, . . . , cku ” tb1, . . . , bi, ci`1, . . . , cku

we have ai “ bi.

Lemma 4.4. Suppose that the equivalence relation prN spkq, ”q is i-purged for every i P rks.
If the auxiliary functions g1, . . . , gk are constant, then prN ´ 1spkq, ”q is canonical.

Proof. Let ε1, . . . , εk P Φ be the values which g1, . . . , gk always attain and set

I “
␣

i P rks : εi “ ´1
(

.
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It suffices to prove that for any two sets a “ ta1, . . . , aku and b “ tb1, . . . , bku from rN ´1spkq

whose elements have just been enumerated in increasing order the statement

ta1, . . . , aku ” tb1, . . . , bku ðñ @i P I ai “ bi (4.1)

is valid. To this end we argue by induction on the number µ “ |ti P rks : ai ‰ biu| counting
the indices where a and b disagree. In the base case µ “ 0 we have a “ b and both sides of
the equivalence ( 4.1 ) are true. Now suppose that µ P rks has the property that ( 4.1 ) holds
for all pairs of sets from rN spkq disagreeing less than µ times. For the induction step we
assume that a, b P rN spkq disagree with respect to exactly µ indices.

Beginning with the backwards implication we assume ai “ bi for all i P I and intend
to derive a ” b. Notice that the smallest index ip‹q P rks satisfying aip‹q ‰ bip‹q belongs
to rks ∖ I, whence εip‹q “ 1. By symmetry we may suppose that aip‹q ă bip‹q. The induction
hypothesis implies that the set c “ b Y taip‹qu ∖ tbip‹qu is equivalent to a with respect to ”.
Moreover, the definition of

gip‹qpb1, . . . , bip‹q´1, aip‹q, bip‹q, . . . , bkq “ εip‹q “ 1

yields b ” c, so altogether we have indeed a ” c ” b.
Now suppose conversely that a ” b, where a, b P rN ´ 1spkq. Due to µ ą 0 there exists

a largest integer ip‹q P rks such that aip‹q ‰ bip‹q. Applying the assumption that ” be
ip‹q-purged to

‚ a1 ă ¨ ¨ ¨ ă aip‹q, b1 ă ¨ ¨ ¨ ă bip‹q,
‚ and aip‹q`1 “ bip‹q`1, . . . , ak “ bk, N playing the rôles of cip‹q`1, . . . , ck`1

we infer εip‹q “ `1, i.e., ip‹q R I. By symmetry we may again assume aip‹q ă bip‹q. Now

gip‹qpa1, . . . , aip‹q, bip‹q, aip‹q`1, . . . , akq “ εip‹q “ 1

implies that the set c “ a Y tbip‹qu ∖ taip‹qu is equivalent to a with respect to ”. Since b

and c disagree only µ ´ 1 times, the induction hypothesis yields bi “ ci for all i P I.
Together with ip‹q R I this shows that we have indeed ai “ bi for all i P I. This completes
the induction step and, therefore, the proof of ( 4.1 ). In particular, ” is canonical. □

The next result shows that from a quantitative point of view purging is accompanied by
a polynomial dependence of the involved constants.

Lemma 4.5. Let m P rks, n ě k, and N ě p2knq2k. If an equivalence relation prN spkq, ”q

is governed by pm ` 1q-sets, then there exists a set Z Ď rN s of size n such that pZpkq, ”q is
m-purged.
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Proof. The potential counterexamples to pr2, N spkq, ”q being m-purged can be regarded
as pk ` m ` 1q-tuples of integers satisfying the conditions  (i ) –  (iv ) from Definition  4.3 

and am ‰ bm. By symmetry it suffices to worry about those counterexamples for which
am ă bm. Bearing this in mind we define Ψ to be the set of all pk ` mq-tuples

pa1, . . . , am, b1, . . . , bm, cm`1, . . . , ckq P r2, N s
k`m

such that

‚ a1 ă ¨ ¨ ¨ ă am, b1 ă ¨ ¨ ¨ ă bm,
‚ am ă bm,
‚ maxpam, bmq ă cm`1 ă ¨ ¨ ¨ ă ck,
‚ gm

mpb1, . . . , bmq “ ´1,
‚ and ta1, . . . , am, cm`1, . . . , cku ” tb1, . . . , bm, cm`1, . . . , cku.

The key observation is that two members of Ψ cannot differ in their p2mqth entry alone.

Claim 4.6. If pa1, . . . , am, b1, . . . , bm, cm`1, . . . , ckq and pa1, . . . , am, b1, . . . , b1
m, cm`1, . . . , ckq

belong to Ψ, then bm “ b1
m.

Proof. Assume contrariwise that bm ă b1
m. Due to

tb1, . . . , b1
m, cm`1, . . . , cku ” ta1, . . . , am, cm`1, . . . , cku ” tb1, . . . , bm, cm`1, . . . , cku

we know gmpb1, . . . , bm, b1
m, cm`1, . . . , ckq “ 1, which contradicts gm

mpb1, . . . , bmq “ ´1. □

Now we consider the partition

Ψ “ Ψ0 Ÿ . . . Ÿ Ψm´1

defined by

Ψi “
␣

pa1, . . . , am, b1, . . . , bm, cm`1, . . . , ckq P Ψ: |ta1, . . . , am, b1, . . . , bm´1u| “ m ` i
(

for every i P r0, m ´ 1s. As a consequence of Claim  4.6 every pa1, . . . , ckq P Ψi can be
described uniquely by specifying

(1 ) the pk ` iq-element subset X “ ta1, . . . , am, b1, . . . , bm´1, cm`1, . . . , cku of r2, N s

(2 ) and telling for each of a1, . . . , am, b1, . . . , bm´1 to which of the m ` i members of
Y “ ta1, . . . , am, b1, . . . , bm´1u they are equal.

There are
`

N´1
k`i

˘

possibilities for the first decision. The set Y can be obtained from X by
removing the k ´ m largest elements and, in particular, Y is definable from X. Thus there
are at most pm ` iq2m´1 possibilities for  (2 ) . Altogether, theses considerations establish

|Ψi| ď

ˆ

N ´ 1
k ` i

˙

pm ` iq2m´1
ď pN ´ 1q

k`i
p2mq

2m´1
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In combination with

ÿ

ZPr2,Nspnq

|Ψ X Zk`m
| “

m´1
ÿ

i“0

ˆ

pN ´ 1q ´ pk ` i ` 1q

n ´ pk ` i ` 1q

˙

|Ψi|

ď

ˆ

N ´ 1
n

˙m´1
ÿ

i“0

´ n

N ´ 1

¯k`i`1
|Ψi|

this implies

ÿ

ZPr2,Nspnq

|Ψ X Zk`m
| ď

ˆ

N ´ 1
n

˙m´1
ÿ

i“0

nk`i`1

N ´ 1 p2mq
2m´1

ď
p2mnq2k

2pN ´ 1q

ˆ

N ´ 1
n

˙

ă

ˆ

N ´ 1
n

˙

.

Consequently some set Z P r2, N spnq satisfies Ψ X Zk`m “ ∅. Due to the definition of Ψ
every such set Z is m-purged. □

4.2. Plan. Suppose that we have an equivalence relation prN spkq, ”q, where N is, roughly
speaking, k ´ 1 times exponential in n, and that we want to find a subset X Ď rN s of
size n such that pXpkq, ”q is canonical. The material in the previous subsection suggests
the following strategy. Letting f : rN spk`2q ÝÑ Γ denote the function associated with ” we
want to select appropriate subsets rN s “ Zk´1 Ě ¨ ¨ ¨ Ě Z0 such that for each m P r0, k ´ 1s

the size of Zm is, roughly, m times exponential in n and the restriction of f to Zpk`2q
m is

governed by pm ` 3q-sets. Lemma  4.2 tells us that if we construct such a sequence of
sets pZmq0ďmďk´1 by means of an iterative applications of Lemma  3.3 , then we can achieve
that the restrictions of g2

2, . . . , g2
k to Z

p2q

0 are monotone. Now |Z0| depends polynomially
on n, which severely restricts our possibilities as to how the argument can be continued.
Certainly Lemma  3.2 allows us to synchronise g2, . . . , gk. Moreover, synchronising g1 will
only cost an additional square root; essentially this is due to the formula ERp1q

pnq ď n2.
Finally k successive applications of Lemma  4.5 allow us to perform a complete purging,
and by Lemma  4.4 we will thereby be done.

Now if one completely ignores the last exponent Ck for which one will end up proving
ERpkq

pnq ď tk´1pnCkq, then it is entirely immaterial in which order one carries the various
steps of the argument out. But from a quantitative point of view it seems recommendable
to perform each purging step as early as possible. Illustrating this point by means of an
example we give a brief sketch as to how one can prove ERp4q

pnq ď t3pCn24q.

‚ Start with an arbitrary equivalence relation prN sp4q, ”q, where N “ t3pCn24q, and
let f : rN sp6q ÝÑ Γ be its associated function.
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‚ By Corollary  3.4 there is a set Z2 Ď Z3 “ rN s of size t2pC 1n24q on which f is
governed by quintuples. Now g4

4 is monotone by Lemma  4.2 .
‚ Before doing anything else we appeal to Lemma  4.5 and get a 4-purged set P2 Ď Z2

of size t2pC2n24q, where C2 is extremely close to C 1.
‚ Next we apply Lemma  3.3 and obtain Z1 Ď P2 of size t1pC3n24q such that g3

3, g3
4

are monotone and f is governed by quadruples.
‚ Now Lemma  4.5 leads us to a 3-purged set P1 Ď Z1 of size t1pC4n24q.
‚ Only now we appeal to Lemma  3.3 again and take Z0 Ď P1 of size C41n8 such

that g2
2, g2

3, g2
4 are monotone and f is governed by triples.

The next lemma tells us how to complete the argument once Z0 is found.

Lemma 4.7. Let n ě k, N ě pk ´ 1q!p2nq2k, and let prN spkq, ”q be an equivalence relation
which is governed by triples and i-purged for every i P r3, ks. If the functions g2

2, . . . , g2
k

defined on r2, N sp2q are monotone, then there exists a set X Ď rN s of size n such that
pXpkq, ”q is canonical.

Proof. Due to the monotonicity of g2
2, . . . , g2

k and N ´ 1 ě pk ´ 1q!p4n2 ´ 1qk Lemma  3.2 

yields a subset Y Ď r2, N s of size |Y | “ 4n2 ´ 1 such that the functions g2
2, . . . , g2

k are
constant on Y p2q. Denote the k ´ 1 largest elements of Y by y1 ă ¨ ¨ ¨ ă yk´1 and define an
equivalence relation „ on Y ∖ ty1, . . . , yk´1u by

a „ b ðñ ta, y1, . . . , yk´1u ” tb, y1, . . . , yk´1u .

In view of n ě k ě 2 we have |Y ∖ ty1, . . . , yk´1u| “ 4n2 ´ k ě p2n ´ k ` 1q2 ` 1 and,
consequently, there exists a set Z´ Ď Y ∖ ty1, . . . , yk´1u of size 2n ´ k ` 2 which is
either contained in an equivalence class of „ or consists of numbers that are mutually
non-equivalent with respect to „. In both cases the set Z “ Z´ Ÿ ty1, . . . , yk´1u has the
property that the restriction of g2

1 to Zp2q is constant. Notice that the cardinality of Z

is 2n ` 1. Enumerating the elements of Z in increasing order we write Z “ tz1, . . . , z2n`1u.
The remainder of the proof we shall show that

X‹ “
␣

z1, z3, . . . , z2n`1
(

has the property that pXpkq
‹ , ”q is 1-purged and 2-purged. In the light of Lemma  4.4 this

will imply that the n-element set X “ X‹ ∖ tz2n`1u is as desired.
Starting with the former goal we let ε1 P Φ be the constant value that g2

1 attains on Xp2q
‹ .

Because of Definition  4.3  (iii ) we may suppose that ε1 “ ´1. Now let

a1 ď b1 ă c2 ă ¨ ¨ ¨ ă ck`1
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be k ` 2 members of X‹ satisfying ta1, c2, . . . , cku ” tb1, c2, . . . , cku. As the assumption
a1 ă b1 would yield ε1 “ g1pa1, b1, c2, . . . , ckq “ 1, we have indeed a1 “ b1, as required.

It remains to show that pXpkq
‹ , ”q is 2-purged as well. As before, we may suppose that

the constant value ε2 attained by g2 on Xpk`1q
‹ is ´1. Assume for the sake of contradiction

that there exist k ` 3 members a1 ă a2 ă b2 and b1 ă b2 ă c3 ă ¨ ¨ ¨ ă ck`1 of X such that

ta1, a2, c3, . . . , cku ” tb1, b2, c3, . . . , cku . (4.2)

Pick a number q P Z such that b2 ă q ă c3. Since f is governed by triples, we have

fpa1, a2, b1, b2, c3, . . . , ckq “ fpa1, a2, b1, q, c3, . . . , ckq .

So (  4.2 ) entails
ta1, a2, c3, . . . , cku ” tb1, q, c3, . . . , cku

and altogether we obtain

tb1, b2, c3, . . . , cku ” tb1, q, c3, . . . , cku ,

which leads us to the contradiction

ε2 “ g2pb1, b2, q, c3, . . . , ckq “ 1 . □

4.3. Canonisation. It remains to execute the plan discussed in the foregoing subsection.
Given n ě k ě 2 we define positive integers N0, P1, N1, . . . , Pk´2, Nk´2, Nk´1 according to
the following recursive rules.

N0 “ pk ´ 1q!p2nq
2k

` pk ` 1q ,

Pm “ p2|Γ|q
Nm`2

m´1 ¨ p2kNm
m´1q

kNm
m´1 for m P rk ´ 2s ,

Nm “ p2kPmq
2k

` pk ` 1q for m P rk ´ 2s ,

Nk´1 “ |Γ|
Nk`1

k´2 .

We want to prove that if N ě Nk´1 then for every equivalence relation prN spkq, ”q there
exists a set X Ď rN s of size n such that pXpkq, ”q is canonical. This will imply

ERpkq
pnq ď Nk´1 ď tk´1pCkn6k

q , (4.3)

where Ck depends only on k.
Let f : rN sk`2 ÝÑ Γ be the function associated to a given equivalence relation prN spkq, ”q,

where N ě Nk´1. An initial application of Corollary  3.4 leads to a set Z 1
k´2 Ď rN s such that

pZ 1pkq

k´2, ”q is governed by pk ` 1q-sets and |Z 1
k´2| “ Nk´2. According to Lemma  4.2 the set

Zk´2 Ď Z 1
k´2 that arises when one removes the smallest and the k largest elements of Z 1

k´2

has the property that gk
k : Z

pkq

k´2 ÝÑ Φ is monotone. Notice that |Zk´2| “ Nk´2 ´ pk ` 1q.
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Claim 4.8. For every m P r0, k´2s there exists a set Zm Ď rN s of size |Zm| “ Nm ´pk`1q

with the following properties:

(i ) pZpkq
m , ”q is governed by pm ` 3q-sets.

(ii ) For every i P rm ` 2, ks the function gm`2
i is monotone.

(iii ) If i P rm ` 3, ks, then pZpkq
m , ”q is i-purged.

Observe that the case m “ 0 yields a set Z0 of size |Z0| “ pk´1q!p2nq2k. Thus Lemma  4.7 

shows that Claim  4.8 implies (  4.3 ).

Proof of Claim  4.8 . We argue by decreasing induction on m. In the base case m “ k ´ 2
clause  (iii ) holds vacuously and the set Zk´2 defined above has the desired properties.

Now suppose that for some m P rk ´ 2s we have already found a subset Zm Ď rN s of size
Nm ´ pk ` 1q “ p2kPmq2k fulfilling  (i ) ,  (ii ) , and  (iii ) . Owing to Lemma  4.5 there exists
a set Qm Ď Zm of size |Qm| “ Pm such that pP pkq

m , ”q is pm ` 2q-purged. Next we apply
Lemma  3.3 to fm`3 : P pm`3q

m ÝÑ Γ and the family pgm`2
i qm`2ďiďk of monotone colourings.

This yields a set Z 1
m´1 Ď Pm of size Nm´1 such that pZ 1pkq

m , ”q is governed by pm ` 2q-sets
and for every i P rm ` 2, ks the function gm`1

i is monotone. Finally Lemma  4.2 tells us
that the set Zm´1 Ď Z 1

m´1 obtained by removing the smallest and the k largest elements
from Z 1

m´1 has the desired properties. □
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