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Abstract. We investigate the threshold probability for the property that
every r-coloring of the edges of a random binomial k-uniform hypergraph
G(k)(n, p) yields a monochromatic copy of some fixed hypergraph G. In this
paper we solve the problem for arbitrary k ≥ 3 and k-partite, k-uniform hy-
pergraphs G.

1. Introduction

Given two hypergraphs, G and F , we write F −→ G if every two-coloring of
the edges of F results in a monochromatic copy of G. We then say that F has the
Ramsey property with respect to G. Note that for fixed G, this property, viewed as
the family of hypergraphs {F : F −→ G}, is increasing, that is, it is closed under
taking super-hypergraphs.

In this paper we study Ramsey properties of random k-uniform hypergraphs.
Given k ≥ 2 and 0 ≤ p = p(n) ≤ 1, let G(k)(n, p) be a random hypergraph obtained
by declaring each k-element subset of {1, 2, . . . , n} = [n] an edge, independently,
with probability p.

We say that G(k)(n, p) possesses a property P asymptotically almost surely, ab-
breviated to a.a.s., if P

(
G(k)(n, p) ∈ P

)
→ 1 as n → ∞. For an increasing hyper-

graph property P, the most relevant question in the theory of random hypergraphs
is to find a threshold sequence p̂(n), above which the random hypergraph pos-
sesses P a.a.s., while below which it does not possess P a.a.s. More precisely, we
say that property P has a threshold p̂(n) if

lim
n→∞

P
(
G(k)(n, p) ∈ P

)
=

{
0 if p = o(p̂)
1 if p̂ = o(p) .

The two parts of the above definition will be referred to as the 0-statement
and the 1-statement, respectively. It is known that for increasing set properties a
threshold always exists (see [3] and [12]).

In [18] and [20] thresholds for Ramsey properties of graphs have been found. To
state this and other results we need further notation.
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The numbers of vertices and edges of a hypergraph G will be denoted by vG

and eG (or e(G)), respectively. For a k-uniform hypergraph G with at least one
edge, we define the parameters

d
(k)
G =

{
eG−1
vG−k if eG > 1
1
k if eG = 1

,

and
m

(k)
G = max{d(k)

G : H ⊆ G and eH ≥ 1} .

Note that for all hypergraphs G with at least one edge

• m
(k)
G > 0,

• m
(k)
G = 1/k if and only if ∆(G) = 1, that is, G consists of isolated edges

and vertices,
• m

(k)
G ≥ 1/(k − 1), otherwise.

The parameter m
(k)
G is defined in such a way that for p = Ω(n−1/m

(k)
G ), we have

nvH peH = Ω(nkp) for each H ⊆ G with eH > 0, that is, the expected number of
copies of each subgraph H of G in G(k)(n, p) is at least of the order of magnitude
of the expected number of edges. This seems to be a necessary condition for the
property G(k)(n, p)−→G to hold a.a.s. (see [18] for a proof in the graph case).

Below is an abridged version of the threshold theorem for Ramsey properties of
random graphs (k = 2). For the full version see [12, Theorem 8.1].

Theorem 1 ([18, 20]). Given a graph G, other than a forest, the threshold for
the Ramsey property with respect to G is p(n) = n−1/m

(2)
G . Moreover, there exist

constants, c and C > 0 such that

lim
n→∞

P
(
G(2)(n, p)−→G

)
=

{
0 if p ≤ cn−1/m

(2)
G

1 if p ≥ Cn−1/m
(2)
G .

(1)

As a by-product of our approach in this paper, we obtain a simple proof of the
1-statement of Theorem 1. This proof will be outlined in Section 4. As opposed
to [20], where a stronger version of Theorem 1 with arbitrarily many colors was
shown, our current proof does not require any use of the regularity lemma from [23].

Note that (1) is stronger than what the definition of the threshold says. It has
been recently shown in [7] that in the case G = K3 the threshold is even sharper.

The only result about Ramsey properties of random hypergraphs was obtained
in [21]. There it is shown that limn→∞ P(G(3)(n, p) −→ K

(3)
4 ) = 1 if p � n−1/3,

where K
(3)
4 is the complete 3-uniform hypergraph on four vertices. (Note that

m
(3)

K
(3)
4

= 3.) That proof used a recent regularity lemma for hypergraphs from [6]

and the ideas from [19] and [20].
In this paper we extend the 1-statement of Theorem 1 to the class of k-partite,

k-uniform hypergraphs for all k ≥ 2. Recall that a k-uniform hypergraph is k-
partite if its vertex set can be partitioned into k nonempty sets in such a way that
every edge intersects every set of the partition in exactly one vertex.

Theorem 2. For all k ≥ 2 and every k-uniform, k-partite hypergraph G with
∆(G) ≥ 2 there exists C > 0 such that for every sequence p = p(n) ≥ Cn−1/m

(k)
G ,

lim
n→∞

P
(
G(k)(n, p)−→G

)
= 1 .
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For hypergraphs G with ∆(G) = 1, Theorem 2 is not true (cf. discussion after the
statement of Theorem 9 below). For some other special hypergraphs G, like stars,
the actual threshold is lower than n−1/m

(k)
G . More precisely, for integers k, t ≥ 2

and s ≥ 1 let S
(k)
s,t denote the star (or ∆-system or sunflower) with t edges in which

every two edges intersect in precisely the same set of s vertices (e.g., S
(2)
1,t = K1,t).

Clearly, a hypergraph has the Ramsey property w.r.t. S
(2)
1,t = K1,t if it contains a

copy of S
(k)
s,2t−1 as a sub-hypergraph. Hence, if p � n−k+s−s/(2t−1), then

lim
n→∞

P
(
G(k) −→ S

(k)
s,t

)
= 1 .

On the other hand, for t ≥ 2 we have for S = S
(k)
s,t

n−1/m
(k)
S = n−(t(k−s)+s−k)/(t−1) � n−k+s−s/(2t−1) .

However, we believe that the corresponding 0-statement is true with C replaced
by a smaller constant c for “most” hypergraphs G. For k = 2, a tedious proof
was given in [18]. We are convinced that it will be possible to extend it for k > 2
and we hope to get back to this in the near future. In fact, in [21] a similar proof
of the 0-statement of an analogous threshold result in the vertex-coloring case for
hypergraphs was given.

We provide a complete proof of Theorem 2 in Section 3. In this proof, the special
structure of k-partite hypergraphs allows for replacing the regularity lemma by an
old result of Erdős, Lemma 8 below. As a technical tool, we will be actually proving
a stronger theorem, Theorem 9. Being stronger, it will easily imply yet another
related result.

We write F
ind−→ G if every two-coloring of the edges of F results in an induced

monochromatic copy of G. Note that this property is not monotone.

Theorem 3. For all ε > 0, k ≥ 2, and every k-uniform, k-partite hypergraph
G with ∆(G) ≥ 2 there exists C > 0 such that for every sequence p = p(n) with
Cn−1/m

(k)
G ≤ p(n) ≤ 1− ε

lim
n→∞

P
(
G(k)(n, p) ind−→ G

)
= 1 .

All three results, Theorem 1, Theorem 2, and Theorem 3 have generalizations
to an arbitrary number r ≥ 2 of colors. Interestingly enough, the parameter r does
not influence the order of magnitude of the threshold (only the constant C depends
on r). In Section 4 we outline the proof of such a generalization of Theorem 2. This
is possible, because in Theorem 2 we restrict ourselves to k-partite hypergraphs
only. In general, even for graphs the proofs for r ≥ 3 colors are technically more
involved. In particular, we are unable to simplify the proof of the r-color version
of Theorem 1 from [20], as we do here for r = 2.

2. Preliminaries

If not noted otherwise, throughout the paper all hypergraphs are k-uniform for
a fixed integer k ≥ 2. We will use notation G−f for a hypergraph obtained from G
by removing the edge f , and G + f for the hypergraph obtained from G by adding
the edge f , where f is a fixed set of k vertices of G.
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2.1. Exponentially small probabilities. Let Γ be a finite set, |Γ| = N , let
0 ≤ p ≤ 1 and 0 ≤ M ≤ N , where M is an integer. Then the random subset Γp is
obtained by including to Γp each element of Γ, independently, with probability p.
The random subset ΓM is obtained by selecting uniformly at random one M -element
subset of Γ.

By Chernoff’s bound (see, e.g., [12], page 26, inequality (2.6)), we have

P(|Γp| ≤ Np− t) ≤ exp{−t2/(2Np)}. (2)

Further, let S be a family of subsets of Γ, and for A ∈ S, let IA be the indicator
random variable equal to 1 if A ⊂ Γp, and equal to 0 otherwise. Finally, let
X =

∑
A∈S IA be the random variable counting all subsets belonging to S which

are present in Γp. The following inequality may be thought of as an extension of (2)
to sums of dependent indicators.

Lemma 4 (Janson’s Inequality [11]). With the above notation, let

∆̄ =
∑
A∈S

∑
B∈S:A∩B 6=∅

E(IAIB).

Then, for all t ≥ 0

P(X ≤ EX − t) ≤ exp
{
− t2

2∆̄

}
. (3)

As a useful illustration, let Γ ⊂
(
[n]
k

)
be a k-uniform hypergraph, and let S be the

family of the edge sets of all copies of a given hypergraph G, present in Γ. Then Γp

is a random sub-hypergraph of Γ, and X counts the copies of G in Γp. Set

ΨG = nvGpeG

and
ΦG = min{ΨG′ : G′ ⊆ G and eG′ ≥ 1}.

Assume that |S| ≥ cnvG for some c > 0. Then EX ≥ cnvGpeG = cΨG. Note that
for every H ⊆ G, there are in Γ no more than n2vG−vH pairs of copies of G which
intersect in a subgraph isomorphic to H. Thus,

∆̄ ≤
∑

H⊆G,eH≥1

n2vG−vH p2eG−eH ≤ 2eG
Ψ2

G

ΦG
,

and, for every ε > 0, by (3) with t = εEX,

P(X ≤ (1− ε)EX) ≤ exp
{
−1

2
ε2c22−eGΦG

}
. (4)

In our main proof we will also need a stronger property to be held by Γp. Namely,
that with probability very close to one, the number of copies of a given hypergraph
remains large even after deleting from Γp a fraction of its edges. To this end, for
an increasing family P of subsets of Γ and a nonnegative integer s, define

Ps = {A ∈ P : ∀B ⊆ A with |B| ≤ s, A \B ∈ P}.

Note that Ps is also increasing.
The following lemma has appeared already in different forms in [20] and [12].

We provide the short proof for completeness.
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Lemma 5. Let Γ be a set of size N . For every 0 < p < 1, every 0 < δ < 1 and
b > 0 such that δ(2 + log(1/δ)) ≤ b, every 0 < s ≤ δNp/2, and for every increasing
family P of subsets of Γ, if N/ log n � p and

P(Γ(1−δ)p ∈ ¬P) < e−bNp,

then
P(Γp ∈ ¬Ps) < e−0.1δ2Np .

Proof. We will switch to the uniform model ΓM and utilize the relations between the
two probability spaces. Without loss of generality, we may assume that s = δNp/2.
By Chernoff’s bound (2),

P(|Γp| ≤ Np− s) ≤ e−δ2Np/8.

Hence, for every increasing property P,

P(Γp ∈ ¬P) ≤ P(ΓNp−s ∈ ¬P) + e−δ2Np/8.

After applying the above inequality to Ps, it remains to estimate P(ΓNp−s ∈
¬Ps). To do this, it is convenient to view ΓM as a random sequence of M elements,
chosen one by one from Γ, uniformly and without replacements. Observe that any
subsequence of length M ′ ≤ M generates a random copy of ΓM ′ of its own.

If ΓNp−s ∈ ¬Ps, then, by the definition of Ps, there exists a subsequence of
length Np− 2s such that the set of the elements of this subsequence does not have
property P. Thus, by Boole’s inequality,

P(ΓNp−s ∈ ¬Ps) ≤
(

Np− s

Np− 2s

)
P(ΓNp−2s ∈ ¬P).

Since
(
n
k

)
≤ (en/k)k for all n and k, the binomial term can be bounded by(

Np− s

Np− 2s

)
=
(

Np− s

s

)
≤ (2e/δ)s.

By Pittel’s inequality (see, e.g., [12], page 17),

P(ΓNp−2s ∈ ¬P) ≤ 3
√

NP(Γ(1−δ)p ∈ ¬P).

Hence, by our assumption on δ and b,

P(Γp ∈ ¬Ps) ≤ (2e/δ)s3
√

Ne−bNp + e−δ2Np/8

≤ 3
√

Ne−bNp/2 + e−δ2Np/8 ≤ e−0.1δ2Np ,

where the last inequality holds for sufficiently large N . �

2.2. Intersecting copies. Next we prove an elementary result about the number
of small sub-hypergraphs of G(k)(n, p), with a special structure relevant to our proof
of Theorem 2. We will need a simple fact first.

Given a hypergraph H, let XH be the number of copies of H in G(k)(n, p). We
recall from Section 2.1 that the expectation of XH can be well upper-bounded by

ΨH = nvH peH

and that
ΦH = min{ΨH′ : H ′ ⊆ H and eH′ ≥ 1}.

Claim 6. If ΦH →∞ then a.a.s. XH ≤ 2EXH .
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Proof. By estimates similar to those in the case of random graphs (see e.g. [12,
Lemma 3.5])

VarXH = O

 ∑
H′⊆H,eH′>0

(EXH)2

ΨH′

 ,

and so, by Chebyshev’s inequality,

P(XH > 2EXH) ≤ P(|XH − EXH | > EXH) ≤ VarXH

(EXH)2
= o(1).

�

Now we are ready to prove the main result of this subsection.

Lemma 7. Let G be a k-uniform hypergraph with ∆(G) ≥ 2, and let T be a union
of two copies G1 and G2 of G, intersecting in at least one edge. Furthermore, let
T̃ be obtained from T by removing an edge f ∈ G1 ∩ G2. If p = p(n) ≥ n−1/m

(k)
G

then a.a.s.
X eT ≤ 2n2vG−kp2eG−2 .

Proof. Set I = G1∩G2 and, for every H ⊆ T , set H̃ = H−f , regardless of whether
f ∈ H or not. Then

Ψ eT =
Ψ eG1

Ψ eG2

ΨeI . (5)

G1 G2

I

f

J

S1 S2

Figure 1. Illustration for the proof of Lemma 7

The probability p = p(n) was chosen in such a way that for every H ⊆ G, eH ≥ 1,
we have

ΨH = nvH peH−1p ≥ nvH n−(eH−1)/m
(k)
H p ≥ nkp, (6)

and, in particular, for H = I, we get

ΨeI =
1
p
ΨI ≥ nk

and consequently,
EX eT ≤ Ψ eT ≤ n2vG−kp2eG−2.
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Hence, if Φ eT → ∞ then we are done by Claim 6. On the other hand, by (5), if
n−kΨeI →∞ then EX eT = o

(
n2vG−kp2eG−2

)
, and, by Markov’s inequality,

P(X eT > 2n2vG−kp2eG−2) = o(1).

It remains to show that either Φ eT → ∞ or n−kΨeI → ∞. Quite arbitrarily,
suppose that Φ eT ≤

√
n. Note that for every H ⊆ T we have

ΨH =

{
Ψ eH if f 6∈ H

pΨ eH if f ∈ H

and thus, ΨH ≤ Ψ eH and ΦT ≤ Φ eT ≤
√

n.
Let ΦT = ΨS , that is, S is a sub-hypergraph of T which achieves the minimum

in ΦT . Set Si = S∩Gi, i = 1, 2 and J = S1∩S2 (see Figure 1). Note that S∩I = J .
Note also that e(Si) ≥ 1, i = 1, 2, since otherwise S would consist of a subgraph S′

of G and, possibly, some isolated vertices. However, then we would have, by (6),
ΨS ≥ ΨS′ ≥ nkp and since ∆(G) ≥ 2 we have

nkp ≥ nk−1/m
(k)
G ≥ nk−(k−1) = n (7)

a contradiction with the choice of S.
But then, again by (6), we have

ΨS =
ΨS1ΨS2

ΨJ
≥ (nkp)2

ΨJ

which yields that

ΨJ ≥
(nkp)2√

n
.

Finally, observe that

ΨS ≤ ΨS∪I =
ΨSΨI

ΨJ
,

so ΨI ≥ ΨJ and consequently,

ΨeI =
1
p
ΨI ≥ nk nkp√

n

(7)

≥ nk
√

n.

�

2.3. Erdős’ k-partite counting lemma. For two hypergraphs, F and H, let
N(F,H) stand for the number of labeled copies of H in F , that is, the number of
injective mappings f : V (H) → V (F ) such that if e ∈ E(H) then f(e) ∈ E(F ). For
a fixed labeling on V (H), say, v1, . . . , vvH

, we will identify an labeled copy f of H
in F with the sequence (f(v1), . . . , f(vvH

)). We use labeled copies just for conve-
nience, noting that the number of ordinary copies of H in F , that is, the number
of sub-hypergraphs of F which are isomorphic to H, equals N(F,H)/aut(H).

Lemma 8. For every integer k ≥ 2, every d > 0, and every k-uniform k-partite
hypergraph H, there exist c > 0 and n0 such that for every k-uniform hypergraph F
on n ≥ n0 vertices with eF ≥ dnk, we have N(F,H) ≥ cnvH .

A similar statement was first proved by Erdős in [4] (see also [5]). For complete-
ness we give a short proof.
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Proof. It suffices to prove Lemma 8 for complete k-uniform k-partite hypergraphs
H. Let k ≥ 2 and d > 0 be given and let H = K(`1, . . . , `k) be the complete
k-uniform k-partite hypergraph with vertex classes W1∪̇ . . . ∪̇Wk = V (H) of sizes
Wi = `i. (For the sake of defining labeled copies of H in F , we impose on V (H)
an arbitrary labeling in which each vertex of Wi precedes each vertex of Wi+1,
i = 1, . . . , k − 1.)

Let LH be the set of indices i for which `i = |Wi| > 1, i.e.,

LH = {i ∈ [k] : `i ≥ 2} .

The proof is by induction on |LH |. The induction base is trivial, as for |LH | = 0
the hypergraph H = K(1, . . . , 1) contains only one edge and we can choose c = dk!.

Suppose |LH | = ` > 0 and Lemma 8 holds for hypergraphs H ′ with |LH′ | < `.
Without loss of generality assume that k ∈ LH and consider the sub-hypergraph
H ′ = K(`1, . . . , `k−1, 1). Clearly, |LH′ | = `− 1 and from the induction assumption
we infer that

N(F,H ′) ≥ c′nv(H′) = c′nv(H)−`k+1 (8)

for some constant c′ = c′(k, d,H ′). Set ˜̀= v(H)− `k and consider the set X of all
˜̀-element sequences of distinct vertices of F . Note that

|X | = n(n− 1) · · · (n− ˜̀+ 1) = (n)˜̀ < n
˜̀
. (9)

For a sequence X = (v1, . . . , v˜̀) ∈ X we define

deg(X) =
∣∣{v ∈ V (F ) : (v1, . . . , v˜̀, v) is an labeled copy of H ′ in F}

∣∣ .
Therefore,

N(F,H ′) =
∑

X∈X
deg(X). (10)

By Jensen’s inequality and by (8), (9) and (10) we conclude that

N(F,H) =
∑

X∈X
(deg(X))`k

≥ |X |
(

N(F,H ′)
|X |

)
`k

≥ (n)˜̀

(
c′n

˜̀+1

n˜̀

)
`k

≥ cnv(H)

for some suitably chosen c = c(c′,H ′,H) = c(k, d,H) and n sufficiently large. �

3. Proof of Theorem 2

3.1. The idea of the proof. The underlying idea of our proof comes from classical
Ramsey theory, where often to force a monochromatic object, a coloring process is
put into a dead-end. A simplest and best known illustration of this strategy is the
proof of the “six-person-party theorem,” which says that every 2-coloring of the
edges of K6 results in a monochromatic triangle. In that proof, at some point a
vertex is known to be connected to three other by edges of the same color, while
the edges between the three neighbors are yet uncolored. But then no matter how
they are colored, a monochromatic triangle is guaranteed.

To facilitate this idea in the context of random hypergraphs, we employ the two-
round exposure technique (see [12, Section 1.1]), where the random hypergraph
G(k)(n, p) is generated in two installments, that is, it is expressed as the union
of two independent random hypergraphs G1 = G(k)(n, p1) and G2 = G(k)(n, p2)
with p1 and p2 suitably chosen and such that

p1 + p2 − p1p2 = p . (11)
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From now on, by a coloring we will always mean a 2-coloring where the colors are
blue and red. For every instance of G1 and every coloring χ of its edges, we will
consider a hypergraph Γχ = Γχ(G1) consisting of all edges f 6∈ G1 such that G1 +f
contains a copy Gf of G, whose one edge is f and all other edges are of the same
color (in fact, G1 will contain many such copies – see the precise definition later).
Depending on the color of Gf − f , we may refer to each f ∈ Γχ as “blue-closing”
or “red-closing”, and thus express Γ as a union

Γχ = Γblue
χ ∪ Γred

χ ,

with the obvious meaning of the superscripts. Note that Γblue
χ and Γred

χ are not
necessarily disjoint, as an edge f may close blue and red copies of G − f at the
same time. We think of Γχ as the hypergraph of “closing edges” after round one
or, alternatively, as the hypergraph of “useful” edges for round two.

The ultimate goal of the first round is to show that a.a.s. for every χ, either Γblue
χ

or Γred
χ contains many copies of G. Say, it is the case of Γred

χ . Then, in the second
round, we focus exclusively on the random sub-hypergraph of Γred

χ , that is, on(
Γred

χ

)
p2

= Γred
χ ∩G2

and argue that, with probability very close to 1, at least one copy G0 of G in Γred
χ

(in fact, many) will be present in G2. But if this is the case, then there is no way to
extend χ without creating a monochromatic copy of G. Indeed, either every edge
of G0 is blue, or an edge f ∈ G0 is red, turning Gf into a red copy of G.

There is one important refinement to the above simplified argument. Whatever
we claim to hold in round two, must hold for all colorings χ of the outcome of
the first round, G1. Thus, it must hold with probability so close to 1 that the
probability of failure, multiplied by the number of colorings, still converges to 0.
Since a.a.s. e(G1) = Θ(nkp1), the number of colorings of G1 is 2Θ(nkp1), and we
need the probability of having a copy of G in

(
Γred

χ

)
p

to be 1− exp{−Θ(nkp2)}. To
achieve this goal we will prove first that a.a.s. the number of copies of G in Γred

χ is
Θ(nvG) and then apply Janson’s inequality.

It remains to explain how we prove that a.a.s. Γred
χ contains Θ(nvG) copies of G.

Since G is k-partite, by Erdős’ k-partite counting lemma, Lemma 8, it is enough
to show that a.a.s. |Γχ| = Θ(nk), and then apply Lemma 8 to the majority color
class, Γred

χ or Γblue
χ .

To show that |Γχ| = Θ(nk), we will argue that a.a.s. for every coloring χ of G1

there are Θ(nvG) monochromatic copies of G̃ := G− f0, a hypergraph obtained by
removing from G one, fixed edge f0. This is how we come across the idea of using
induction on eG. But the induction hypothesis must be stronger than the theorem
itself, claiming not one but Θ(nvGpeG) monochromatic copies of G in every coloring
(see Theorem 9 below).

As a consequence of strengthening Theorem 2, our argument has to be modi-
fied slightly. First, we should request that f ∈ Γχ if G1 + f contains not one but
Θ(nvG−kpeG−1

1 ) copies of G which contain f , and, except from f , are monochro-
matic. Assume, again, that red is the majority color. Then, after G2 is exposed,
either an extension of coloring χ colors at least Θ(nkp2) edges of Γred

χ ∩ G2 red,
creating

Θ(nkp2 × nvG−kpeG−1
1 ) = Θ(nvGpeG)
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red copies of G, or not. In the latter case, though, Janson’s inequality combined
with Lemma 5 guarantee, with probability 1−exp{−Θ(nkp2)}, that the remaining,
blue part of Γred

χ ∩G2 contains Θ(nvGpeG
2 ) copies of G.

Returning to round one, it is a bit tedious to show that having Θ(nvG) monochro-
matic copies of G̃ in G1 implies |Γχ| = Θ(nk). The proof involves Jensen’s inequality
and an upper tail estimate for the number of pairs of copies of G̃ in G1 sharing the
same non-edge.

As an example, suppose k = 2 and G = C4, the four-cycle. Then G̃ = P4,
the path on four vertices, and an edge f belongs to Γχ if together with some
Θ(n2p3

1) monochromatic copies of P4 in G1 it forms a copy of C4. Hence, many
monochromatic copies of P4 in G1 will give rise to many edges in Γχ, provided not
too many P4’s will “sit” on the same edge f . One way to forbid this is to bound
the number of six-cycles C6 in G1, which can be viewed as pairs of copies of P4

sharing the same “closing non-edge” but otherwise disjoint.

3.2. The strengthening. We will be, in fact, proving by induction on eG the
following strengthening of Theorem 2. For a real number a > 0, we write F

a−→ G
if every coloring of the edges of F results in at least aN(F,G) monochromatic copies
of G. For example, it is well known that K6

0.1−→ K3, since every two-coloring of K6

yields two monochromatic triangles. Note that for given G and a, property F
a−→ G

is not a monotone property of F .

Theorem 9. For all k ≥ 2 and every k-uniform, k-partite hypergraph G with at
least one edge there exist C ≥ 1 and a > 0 such that if p = p(n) > Cn−1/m

(k)
G ,

nkp →∞ but p → 0, then

lim
n→∞

P
(
G(k)(n, p) a−→ G

)
= 1 .

By a standard application of the second moment method, it can be easily proved
that in the above range of p, G(k)(n, p) contains at least one copy (in fact, Θ(nvGpeG)
copies) of G. Hence, Theorem 9 does, indeed, imply Theorem 2. (We may assume
that p → 0, since the Ramsey property in Theorem 2 is increasing.) Although
Theorem 9 is about a non-monotone property, it is also true for p constant, the fact
which we will not need here.

Another consequence of Theorem 9 is Theorem 3 – the induced version of Theo-
rem 2. Indeed, if p → 0, then a.a.s. only o(nvGpeG) copies of G in G(k)(n, p) are not
induced. Thus, in view of Theorem 9, a.a.s. for every coloring of G(k)(n, p) there is
at least one (in fact, many) induced copy of G which is monochromatic.

To prove Theorem 3 also for p < 1 constant, we argue as follows. By the result
from [1, 17], there exists a hypergraph F such that F

ind−→ G. For p constant it is
easy to show that a.s.s. there is at least one induced copy of F in G(k)(n, p) (see [2]
for the graph case), and thus every coloring of G(k)(n, p) produces an induced,
monochromatic copy of G.

Our proof of Theorem 9 is by induction on eG, the number of edges in G, and
it is convenient to begin with the case eG = 1. (This is why, unlike in Theorem 2,
we included here the case ∆(G) = 1.) But then m

(k)
G = 1/k and thus, for p =

Θ(n−1/m
(k)
G ), the expected number of edges in G(k)(n, p) equals Θ(nkp) = Θ(1).

This is why we added the assumption that nkp → ∞. Note that in this case C is



RAMSEY PROPERTIES OF RANDOM k-PARTITE k-UNIFORM HYPERGRAPHS 11

irrelevant. As another convenience, in Theorem 9 we require that C ≥ 1, which is
not a restriction at all.

3.3. The case ∆(G) = 1. To begin the inductive proof of Theorem 9, let ∆(G) = 1,
which includes the case eG = 1. The following two properties are true for all
p = p(n) satisfying nkp → ∞. The random variable e(Gk(n, p)) has the binomial
distribution with Ee(Gk(n, p)) =

(
n
k

)
p < nkp and Var e(Gk(n, p)) =

(
n
k

)
p(1 − p).

Hence, by Chebyshev’s inequality

P
(
|e(Gk(n, p))− p

(
n
k

)
| > 1

2p
(
n
k

))
≤ Var e(Gk(n, p))

( 1
2p
(
n
k

)
)2

<
4

p
(
n
k

) = o(1). (12)

For each ` ≥ 2, let X` be the number of (unordered) `-tuples of distinct edges of
G(k)(n, p), not all of which are pairwise disjoint. We have EX` ≤ n`k−1p`, and by
Markov’s inequality,

P(X` > (nkp)`/
√

n) ≤ 1/
√

n.

Hence, a.a.s., we have e(Gk(n, p)) > 1
2

(
n
k

)
p, and, taking ` = eG, XeG

≤ (nkp)eG/
√

n.
Consequently, a.a.s., after coloring the edges of G(k)(n, p), the number of eG-tuples
of edges of G(k)(n, p) which are pairwise disjoint and monochromatic (in the ma-
jority color alone) is, a.a.s., at least( 1

4

(
n
k

)
p

eG

)
− 1√

n
(nkp)eG = (1− o(1))

( 1
4

(
n
k

)
p

eG

)
.

Each set of eG pairwise disjoint edges can be extended to
(

n−keG

vG−keG

)
copies of G, by

adding vG − keG arbitrary vertices. Therefore, a.a.s., for every coloring there are
at least

(1− o(1))
( 1

4

(
n
k

)
p

eG

)
×
(

n− keG

vG − keG

)
> anvGpeG

monochromatic copies of G, for some constant a > 0 independent of n. This proves
Theorem 9 for all graphs with ∆(G) = 1.

3.4. Mainstream proof. The proof of the induction step requires several con-
stants. We will specify those constants later in the proof instead of defining them
all up front. We believe this eases the reading. The dependencies of the main
constants are given in Figure 2.

Assume that eG ≥ 2 and p ≥ Cn−1/m
(k)
G , where C will be specified later

(see (30)). Let p1 and p2 be suitably chosen (see (27) and (31)), so that p2 is
sufficiently larger than p1 and (11) holds. Throughout the proof we will assume
that p, p1, and p2 all tend to 0 as n →∞. As before, we will be using abbreviated
notation G = G(k)(n, p), G1 = G(k)(n, p1) and G2 = G(k)(n, p2).

For a suitably selected constant a > 0 (see (28) and (29) below), let BAD
be the event that there is a coloring of the edges of G with less than anvGpeG

monochromatic copies of G. Since by (12), a.a.s. e(G) = Θ(nkp), Theorem 9 is
equivalent to the fact that P(BAD) = o(1) for some a > 0.

Fix an arbitrary edge f0 of G and let G̃ be the hypergraph obtained from G

by removing the edge f0. By the induction assumption applied to G̃, there exist ã

and C̃ such that if p ≥ C̃n−1/m
(k)eG , then limn→∞ P

(
G(k)(n, p) ea−→ G̃

)
= 1 .
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For a copy G̃′ of G̃ in G1, let cl(G̃′) be the set of edges f ∈ K
(k)
n such that G̃′+f

is isomorphic to G. For a coloring χ of G1, we define the auxiliary hypergraph

Γblue
χ = {f ∈ K(k)

n \G1 : |{G̃′ ⊆ G1 : f ∈ cl(G̃′) and G̃′ is blue copy of G̃}| ≥ z} ,

where

z =
ã

2
nvG−kpeG−1

1 . (13)

We set

Γχ = Γblue
χ ∪ Γred

χ ,

where Γred
χ is defined as Γblue

χ with the word “blue” replaced by “red”. Further, let

d =
ã2

2(2vG−k
k )+8vk

G

, (14)

and let GOOD be the event that

e(G1) < nkp1 (15)

and, for every coloring χ of G1

max{|Γred
χ |, |Γblue

χ |} ≥ dnk . (16)

Note that GOOD is not the complement of BAD.
Conditioning on G1 and fixing some coloring χ of G1, let BADχ be the event that

there is an extension of χ, χ̄ : G → {blue,red}, with less than anvGpeG monochro-
matic copies of G in both colors. We will later verify the following two facts.

Fact 10. The event GOOD holds a.a.s.

Fact 11. For every G1 ∈ GOOD and every coloring χ, of G1

P(BADχ | G1) ≤ e−nkp1 .

Assuming these two facts, we may easily complete the proof of Theorem 9.
Indeed, we have

P(BAD) ≤ P(¬GOOD) +
∑

G1∈GOOD

P(BAD | G1)P(G1) ,

and, for every G1 ∈ GOOD,

P(BAD | G1) =
∑

χ

P(BADχ | G1) ≤ 2nkp1P(BADχ0 | G1) ,

where the summation is taken over all, at most 2nkp1 , colorings χ of the edges of G1,
and χ0 maximizes the conditional probability. Therefore, by Facts 10 and 11,

P(BAD) ≤ o(1) + (2/e)nkp1 = o(1).
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3.5. Round one – Proof of Fact 10. Due to the choice of p1 (c.f. (31)) and the
concentration of the number of edges in G1 as given in (12), G1 a.a.s. contains at
most nkp1 edges as claimed in (15). For the rest of this subsection our goal will be
to prove that a.a.s. (16) also holds.

Since m
(k)eG ≤ m

(k)
G , we have by (31) p1 ≥ C̃n−1/m

(k)eG , and we are in position to

apply the induction assumption, that is Theorem 9, to G̃. Consequently, a.a.s., for
every coloring χ of the edges of G1 there is a color (say, red) such that at least

` :=
ã

2
nvGpeG−1

1 (17)

copies of G̃ are colored red in G1. Note that, by (13), (31), and (14)

` = znk ≥ ã

2
nk ≥ 8dnk. (18)

For every f ∈ K
(k)
n , let xf be the number of red copies G̃′ of G̃ in G1 for which

f ∈ cl(G̃′). Then, a.a.s. ∑
f∈K

(k)
n

xf ≥ `. (19)

Let T = {T1, T2, . . . , Tt} be the family of all pairwise non-isomorphic hyper-
graphs which are the unions of two copies of G̃, say G̃′∪ G̃′′, with the property that
there is a k-tuple f which makes both G̃′+ f and G̃′′+ f isomorphic to G. We will
say that f is a common G-closing non-edge of G̃′ and G̃′′. Clearly, |T | does not
exceed the number of all graphs on 2vG − k vertices, that is,

t := |T | ≤ 2(2vG−k
k ) .

Then, by Lemma 7, G1 contains a.a.s. at most

2tn2vG−kp2eG−2
1 (20)

copies of members of T . As | cl(G̃)| ≤
(
vG

k

)
< vk

G, a particular copy of a graph
from T may be obtained as a union of two copies of G̃ with a common G-closing
non-edge in at most vk

G ways. Thus, a.a.s.

∑
f∈K

(k)
n

(
xf

2

)
< 2tvk

Gn2vG−kp2eG−2
1 . (21)

Let Z ⊆ K
(k)
n be the set of edges f such that xf ≥ z. We are going to show that

|Z| ≥ 2dnk. (22)

First, observe that ∑
f∈K

(k)
n \Z

xf < z

(
n

k

)
≤ `

2

and consequently, in view of (19), ∑
f∈Z

xf ≥
`

2
. (23)
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If |Z| ≥ `/4, then, by (18), inequality (22) holds. Assuming that |Z| ≤ `/4, we
derive by Jensen’s inequality and by (23) that

∑
f∈Z

(
xf

2

)
≥ |Z|

(P
f∈Z xf

|Z|
2

)
≥ |Z|

( `
2|Z|
2

)
≥ `2

16|Z|
=

ã2n2vGp2eG−2
1

64|Z|
,

which, by (21) and (14), yields (22) again. Thus, by (15) and the fact that p1 → 0,
a.a.s.

|Γred
χ | ≥ 2dnk − |G1| > (2d− p1)nk ≥ dnk,

and the property GOOD holds.

3.6. Round two – Proof of Fact 11. We condition on the event that G1 satisfies
property GOOD. Let a coloring χ of the edges of G1 be given. According to
property (16), let, say, |Γred

χ (G1)| ≥ dnk. Set Γred = Γred
χ (G1).

Let c = c(G, d) be given by Lemma 8. Hence N(Γred, G) ≥ cnvG . Later we use
Lemma 5. Therefore, we first consider a random sub-hypergraph Γred

q , with

q := (1− δ)p2 , (24)

where δ > 0 is so small that

δ(2− log δ) < b :=
c2

400 · 2eG
. (25)

We want to apply Janson’s inequality (in the form of inequality (4)) with ε = 0.1,
Γ = Γred, and X = N(Γred

q , G). Note that E[X] ≥ cnvGqeG . By (24), (31) and

(27), we have q ≥ n−1/m
(k)
G and, consequently, nvK qeK ≥ nkq for every K ⊆ G with

eK ≥ 1. Hence,

P(X ≤ 0.9cnvGqeG) ≤ P(X ≤ 0.9EX)

≤ exp
(
− c2nkq

200 · 2eG

)
≤ e−bnkp2 ≤ e−b|Γred|p2 ,

where we also use the fact that δ < 1/2.
Next we apply Lemma 5 with

s := δ(dnk)p2/2 ≤ δ|Γred|p2/2 . (26)

We conclude that, for sufficiently large n, with probability at least

1− 3
√
|Γred|e−b|Γred|p2/2 − e−δ2|Γred|p2/8 ≥ 1− e−δ2cnkp2/10 ≥ 1− e−nkp1

we have
N(Γred

p2
\D,G) ≥ 0.9cnvGqeG ≥ 0.8cnvGpeG

2

for all D ⊆ Γred
p2

of size |D| ≤ s. For the last inequality in the above bound on
probability, we need the relation

p2 ≥ 10p1/(cδ2). (27)

We will verify now that, with probability at least 1−e−nkp1 , for every extension χ̄ of
the coloring χ, Γred

p2
either contains at least anvGpeG blue copies of G or it completes

at least anvGpeG red copies of G in G.
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Let D be the set of edges of Γred
p2

colored red by χ̄. If |D| < s then, by the above
property and with a suitably chosen a, there are at least

0.8cnvGpeG
2 ≥ anvGpeG (28)

copies of G in Γred
p2

\D, all of them blue.
If, on the other hand, |D| ≥ s, then, as each edge of Γred closes at least z red

copies of G̃ in G1, there are, with a suitably chosen a, at least

s× z

vk
G

≥ δdnkp2 × ãnvG−kpeG−1

4vk
G

≥ anvGpeG (29)

red copies of G in G.
To complete the proof, we choose

C = C̃

(
10
cδ2

+ 1
)

, (30)

where δ is defined by (25) and c = c(G, d) comes from Lemma 8. Then, with

p1 = C̃n−1/m
(k)
G , (31)

(27) is satisfied. We leave the determination of the constant a for an anxious reader.

G̃ = G− f
induction // ã, C̃

(14)

��

(29),(30)

&&MMMMMMMMMMMMMMMMMMMMMMMM

G

OO

Lemma 8

%%JJJJJJJJJJJJJJJJJJJJJJ
(14) // d

��

(29) // a,C

c = c(G, d)

(28),(30)

88ppppppppppppppppppppppp (25) // δ

(29),(30)

??~~~~~~~~~~~~~~~~~

Figure 2. Flowchart of constants for the proof of Theorem 9

4. Outlines of other proofs

4.1. Theorem 1 – two colors. The proof we present here follows the main strat-
egy of the proof from [20] but avoids the use of regularity lemma. Therefore, rather
than outlining the whole proof, we just point out how it differs from the original
argument. To this end, we first give a sketch of the original proof in [20], in a
simplified version for r = 2 colors.

One of the ingredients of the proof of Theorem 1 in [20] was the following simple
result which could be viewed as an extension of Lemma 8 to the non-partite case,
but limited to graphs only.

For 0 < d ≤ 1 and 0 < ρ ≤ 1 we call an n-vertex graph F (ρ, d)-dense if every
induced subgraph of F on v = dρne vertices contains at least d

(
v
2

)
edges.
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Lemma 12 ([20]). For every d > 0 and every graph H there exist ρ > 0 and c > 0
such that for every n-vertex (ρ, d)-dense graph F we have N(F,H) ≥ cnvH .

Thus, Lemma 8 specifies that for bipartite graphs H, Lemma 12 holds with ρ = 1.
The original proof of Theorem 1, similarly to the above presented proof of The-

orem 9, was based on induction on eG and the two-round exposure technique.
Applying the induction assumption to all induced subgraphs of G(n, p1) on ρn ver-
tices, viewed as random graphs on their own, resulted in showing that a.a.s., for
every coloring χ, the graph Γχ was (ρ, d)-dense.

Then, by an application of Szemerédi’s regularity lemma for graphs, it was shown
that either Γblue

χ or Γred
χ contained a (ρ′, d′)-dense subgraph F with some new

parameters. By Lemma 12 with H := G, the graph F contained lots of copies
of G and from that point on, the proof went along the same lines as the proof of
Theorem 9.

Now, we describe how one can avoid the use of regularity lemma. The crucial
change is to apply Lemma 12 directly to the graph F = Γχ with H = KR, where
R = R(G) is the Ramsey number for the graph G. As a result, Γχ contains
Θ(nR) copies of KR. Consequently, by the definition of R(G), the partition Γχ =
Γblue

χ ∪ Γred
χ , contains Θ(nvG) copies of G in one class, say Γred

χ , and the proof can
be completed as before.

4.2. Theorem 2 – more colors. As we have mentioned in Section 1, Theo-
rems 1, 2, and 3 remain true for r ≥ 3 colors, but the proofs become more technical.
While for r > 2, the r-colored version of Theorem 1 seems to be much harder to
prove than the 2-colored version, for Theorem 2 the proofs of these two cases do
not differ essentially.

Below we outline the proof of the r-colored version of Theorem 2, r ≥ 2. We
write F −→ (G, r) if every r-coloring of the edges of F results in a monochromatic
copy of G.

Theorem 13. For all k ≥ 2 and r ≥ 2 and for every k-uniform, k-partite
hypergraph G with ∆(G) ≥ 2 there exists C > 0 such that for every sequence
p = p(n) ≥ Cn−1/m

(k)
G ,

lim
n→∞

P
(
G(k)(n, p)−→(G, r)

)
= 1 .

For two colors we argued that in round two, either Γred
p2

had many edges colored
red, or it contained many copies of G colored blue. With more colors we may only
claim that either Γred

p2
has many edges colored red, or not so many. Since, in view

of Lemma 5, these few red edges can be deleted, this calls for induction on the
number of colors r.

To make this idea work, we have to generalize and strengthen the statement of
Theorem 13 in three ways. First, note that Γred

p2
is a random sub-hypergraph of an

incomplete hypergraph Γred. Hence, for the sake of induction, we must generalize
our statement to random sub-hypergraphs Fp of dense hypergraphs F . But then,
not every closing non-edge is in F , and we better restrict our attention to those
monochromatic copies of G̃ in F whose complements are also in F . We call such
copies of G nested. We write

F
a−−−−→

nested
(G, r)
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if every r-coloring of the edges of F results in at least aN(F,G) nested, monochro-
matic copies of G.

Finally, since the second round will now be successful if our statement holds for
r − 1 colors, the probability of the failure must be, as all failures in round two,
exponentially small (to beat the number of colorings χ from the first round). All
in all, we are to prove the following statement.

Theorem 14. For all integers k ≥ 2 and r ≥ 1, every k-uniform k-partite hyper-
graph G with at least one edge, and for every real 0 < d ≤ 1, there exist positive
numbers a, b, C, and n0 such that if

(i) n > n0

(ii) F is a k-uniform hypergraph with eF ≥ dnk, and
(iii) p = p(n) > Cn−1/m

(k)
G ,

then

P
(

Fp
a−−−−→

nested
(G, r)

)
> 1− e−beF p .

The proof of Theorem 14 is by double induction on r and eG. The case eG = 1,
or more generally, ∆(G) = 1, is practically the same as in the proof of Theorem 9,
while the case r = 1, relies on Lemma 8 and Janson’s inequality (4).

The proof of the induction step boils down to showing analogs of Facts 10 and 11,
except that now also Fact 10 must hold with probability exponentially close to 1.
The most difficult part is then to prove that (20) holds with probability exponen-
tially close to 1, for which we apply a technique for bounding upper tails of subgraph
counts called the deletion method (see Lemma 2.51 in [12] and also [13]), combined
with Lemma 5.

We also employ Lemma 5, as before, inside the proof of the analog of Fact 11.
This is no longer preceded by Janson’s inequality, but instead, the induction’s hy-
pothesis with r−1 colors. In a sense, Janson’s inequality is equivalent to Theorem 14
for r = 1.

5. Open Problems

The main problem which remains open is to prove Theorem 2 for arbitrary (not
necessarily k-partite) k-uniform hypergraphs G. To do so, we need to find the
right notion of a dense hypergraph F , for which, on the one hand, an extension
of Lemma 12 holds, while on the other hand, it could be proved that Γχ (cf.
Section 4.1) is dense in the sense of that new concept.

Another, related problem is to find threshold probabilities for the Turán prop-
erties of G(k)(n, p). For a k-uniform hypergraph G, let

ex(n, G) = max{e(F ) : F is a k-uniform hypergraph, G * F, and v(F ) = n}

and let π(G) = limn→∞ ex(n, F )/
(
n
k

)
. It is well-known that the limit π(G) exists

for every G (see, e.g., [14]). For example, Lemma 8 implies that π(G) = 0 for every
k-partite, k-uniform hypergraph G.

Given a hypergraph G, we say that a family of hypergraphs F has the Turán
property if for every δ > 0 every sufficiently large hypergraph F ∈ F has the
property that every sub-hypergraph F ′ of F with e(F ′) ≥ (π(G) + δ)e(F ) contains
a copy of G. In the case of random graphs, i.e., F = {G(n, p) : n ∈ N}, thresholds
for Turán properties were established so far only for very few cases, including odd
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and even cycles [10, 9], and small cliques K4 and K5 [8, 15] (see also [22, 16] for
weaker bounds for general graphs G). This experience with random graphs suggests
that Turán thresholds should coincide with those for Ramsey properties.

As opposed to Ramsey properties, the 0-statements for Turán properties are
rather easy. Indeed, we know that for p = o(n−1/m

(k)
G ), there are in G(k)(n, p) a.a.s.

o(nkp) copies of the least likely (the densest) subgraph H of G. These copies, and
thus, all copies of G in G(k)(n, p), can be destroyed by removing o(nkp) edges. This
shows that for p = o(n−1/m

(k)
G ), the Turán property with respect to G does not

hold a.a.s. (see [12, Section 8.1] for the case k = 2).
The real challenge is the 1-statement, but, in view of Lemma 8, we believe that

similarly to Ramsey properties, the case of k-partite G is somewhat easier. In
particular, the following conjecture seems to be true.

Conjecture 15. For all integers k ≥ 2, for every k-partite k-uniform hypergraph G,
and for all δ > 0 there exists C > 0 such that if p ≥ Cn−1/m

(k)
G , then a.a.s. every

sub-hypergraph F of G(k)(n, p) with e(F ) ≥ δe(G(k)(n, p)) contains a copy of G.
In particular, if pn1/m

(k)
G → ∞, then a.a.s. G(k)(n, p) has the Turán property with

respect to G.

For k = 2 (graphs), the conjecture was proved only for even cycles in [9]. It
would be most interesting to settle it for G = K3,3. For k ≥ 3 nothing is known,
except that for p constant, Lemma 8 implies the conclusion of the above conjecture
for all k-partite k-uniform hypergraphs G, k ≥ 2.
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[12] S. Janson, T.  Luczak, and A. Ruciński, Random graphs, Wiley-Interscience, New York, 2000.
1, 2.1, 2.1, 2.1, 2.2, 3.1, 4.2, 5
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