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POD Model Order Reduction of Drift-Diffusion
Equations in Electrical Networks

Michael Hinze, Martin Kunkel and Morten Vierling

Abstract We consider integrated circuits with semiconductors modelled by modi-
fied nodal analysis and 1D drift-diffusion equations. The drift-diffusion equations
are discretized in space using finite element methods. The discretization yields a
high dimensional differential-algebraic equation. We show how POD methods can
be used to reduce the dimension of the model. We compare reduced and fine mod-
els and give numerical results for a basic network with one diode. Furthermore we
discuss an adaptive approach to construct POD models which are valid our certain
parameter ranges. Finally, numerical investigations for the reduction of a 4-diode
rectifier network are presented, which clearly indicate that POD model reduction
delivers surrogate models for the diodes involved, which depend on the position of
the semiconductor in the network.

1 Introduction

In this article we investigate a POD-based model order reduction for semiconduc-
tors in electrical networks. Electrical networks can be efficiently modelled by a
differential-algebraic equation (DAE) which is obtained from modified nodal anal-
ysis. Denoting by e the node potentials and by j; and ji the currents of inductive
and voltage source branches, the DAE reads (see [14])
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d )
ACECIC(AEQJ) + Arg(Age,t) + Arjr + Ay jy = —Arig(t), (1)
d )
Eq)L(]Lat)_ALTe:(L (2)
Aje=v(t). 3)

Here, the incidence matrix 4 = [Ag,Ac,Ar,Ay,A;] represents the network topol-
ogy and ¢qc, g and ¢, are continuously differentiable functions defining the voltage-
current relations of the network components. The continuous functions vy and i
are the voltage and current sources. For example consider the network in Figure 1.
Under the assumption that the Jacobians

Delent) = 4 e), Dofe)i= Sler). Dilia)i= FEG)
are positive definite, analytical properties (e.g. the index) of DAE (1)-(3) are inves-
tigated in [2] and [3]. In linear networks, the matrices D¢, Dg and D;, are positive
definite diagonal matrices with capacitances, resistances and inductances on the di-
agonal.

Often semiconductors themselves are modelled by electrical networks. These
models are stored in a library and are stamped into the surrounding network in
order to create a complete model of the integrated circuit. Here we use a different
approach which uses the transient drift-diffusion equations as a model for semicon-
ductors. Advantages are the higher accuracy of the model and fewer model param-
eters. On the other hand, numerical simulations are more expensive. For a compre-
hensive overview of the drift-diffusion equations we refer to [7]. Using the notation
introduced there we have the following system of partial differential equations for
the electrostatic potential v, the electron and hole concentrations » and p and the
current densities J, and J,:

div(egrady) = g(n—p—C),
—qoin~+divJ, = qR(n,p,Jn,Jp),
qoip+divJ, = —qR(n, p,Jn,Jp),
Jn = Unq(Ur gradn — ngrad y),
Jp = Upq(—=Ur grad p — pgrad y).

The nonlinear function R describes the rate of electron/hole recombination, ¢ is the
elementary charge, € the dielectricity, u, and u, are the mobilities of electrons and
holes. The temperature is assumed to be constant which leads to a constant thermal
voltage Ur. The function C is the doping profile. Additionally there are boundary
conditions for n, p, J, and/or J, which depend on the type of contact (e.g. Ohmic
contacts, Schottky contacts).

The coupling between drift-diffusion equations and the electrical network yields
a partial differential-algebraic equation (PDAE). The analytical and numerical anal-
ysis of such systems is subject to current research, see [1, 5, 12, 14].
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This paper is organized as follows. In Section 2 we present the model for the com-
plete coupled system, meaning the network including semiconductors. The coupled
model then is simulated using finite-element methods in Section 3. This gives us
so-called snapshots y; := y(t;), i = 1,...,k, which represent the state of the circuit
and the semiconductors at time #;. Based on these snapshots and POD we construct
a reduced model in Section 4. A numerical investigation of the model is presented
in Section 5 where also advantages and shortcomings of our approach are discussed.

2 Complete coupled system

In the present section we develop the complete system in 1D. The n,; semiconductors
are diodes with length Ly, k = 1,..., n,. For the sake of simplicity we assume that
the contacts are Ohmic, and that the diclectricities &, are constant over the whole
domain €2 := [0, L;]. Furthermore we focus on the Shockley-Read-Hall recombina-
tion

np—n°
Tp(n+1n)+T,(p+n)
which does not depend on the current densities. Here, 1) denotes the intrinsic con-
centration, 7, and 7, are the average lifetimes of electrons and holes.

The simulation of the complete coupled system is expensive and numerically
difficult due to bad scaling of the drift-diffusion equations. The numerical issues
can be significantly reduced by the unit scaling procedure discussed in [10], e.g. by
substituting

R(}’l,p) =

x=L% yw=Ury, n=|Clfi, p=|Clep, C=]C]C,

qUrlCllett ; ,  qUrICletty

n— L n Jp L P

N = 1|C||w.

The scaled complete coupled system is constructed as follows. (We neglect the
tilde-sign over the scaled variables.) Let jg be the currents through the diodes. Con-
sequently, a term Agjs is added in equation (1), e.g.

d .
ACEQC(AEQJ) +Arg(Ape,t) +Arji +Ay jy +Asjs = —Ajig(1), 4)

d
5 0L(inst) —Ape=0, (5)
Aje=v(1). (6)

The voltage-current relation for the semiconductor £ is established by the couplings
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_ _aqUr ||C|| aeUr 0 dy
.]S,k(t)_T(:uﬂ‘]l’l(tal)_l_nup‘lp(tal))_ L Eg(tal)a (7)
w(2,0) =0, (8)

Ag ye(t) + Wi
l//(tal) - &kU—a (9)
T

where a is the size of the contact of the diode and yp; is the build-in potential.
Equation (7) states that the current is the integral of the total current density over
the interface area. In order to simplify the presentation, we neglect the index £ for
the semiconductors wherever possible. The scaled drift-diffusion equations for each
semiconductor now read

Aoy =n—p—C, (10)

—an+ v, 0vJ, = R(n, p), (11)

op+VvyoJ, =—R(n,p), (12)

Jp = on —noyy, (13)

Jp = —Oxp _paxl// (14)

with A .= %, V= Uz#” and v, 1= sz 2 Finally we have the boundary values
at the Ohmic contacts

n(t,O):l( C(O)2+4n2+C(O)), n(t,l):%( C(1)2+4n2+C(1)>,

2(t,0) = - (\/C(O)2+4n2 —C(O)) 1) = % (\/C(1)2+4n2 —C(l)) .

\e]

[\

t v (¢ t

Fig. 1 Basic test circuit with el( ) JV( ) I~ 62( )
one diode. The network is > L1
described by W(I- x)

r=( L0, (1) ngc; R

t
ds=(-1, 17, & ’
Ag=( 0, 1),
g(A;eJ):]_leeZ(t)' ¢
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3 Simulation of the full system

Classical approaches for simulation of drift-diffusion equations (e.g. Gummel iter-
ations [4]) approximate J, and J, by piecewise constant functions and then solve
equations (13) and (14) with respect to n and p explicitly. This helps reducing the
computational effort and increases the numerical stability. For the proposed model
order reduction this method admits the disadvantage, that it introduces additional
non-linearities, since the discrete solution of (13) and (14) is build up in terms of
exp v, see [12].

Here we consider two finite element approaches to the drift-diffusion equations,
namely standard Galerkin and mixed finite element methods. We start with a stan-
dard Galerkin approach. For the sake of simplicity we use an equally distributed
finite element mesh with N elements and mesh width 4 := 1/N. The functions v,
n and p are approximated by piecewise linear and globally continuous functions, J,
and J, are approximated by piecewise constant functions, e.g.

N N
x)=§)%(f)¢i(x), n(t,x) = ZO ni(0)9i(x), p(t sz

=
Jn(t,x) == szn,i(t)@(x), Ip(t,x) = E{J (1) @i(x)

where the functions {¢;} and {¢;} are the corresponding ansatz or trial functions.
For y, n and p only the interior coefficients, e.g. w(z) = (y1,...,wy_1)', are
variable, the coefficients corresponding to the boundary elements are given by the
Dirichlet boundary conditions. Note that the time is not discretized at this point
which refers to the so-called method of lines. The finite element method leads to the
following DAE for the unknown vector-valued functions of time y, n, p, J,, J,, for
each semiconductor:

0 = ASY (1) + Mn(t) — Mp(t) — Cy + by (e(t)),
—Mii(t) = —v,D" J, (1) + hR(n(t), p(t)),
Mp(t) = —vpD " Jp(£) = hR(n(t), p(1)), (15)
0 = hJ,(t) + Dn(t) — diag (Bn(t) + b,) Dy(t) + by,
0 = hp(1) — Dpl0) — diag (Bp(r) + B,) Dy(e) + by,
where S, M € RV-DxWV=1) and D, B € R¥V*(V=1) are assembled finite element ma-

trices. The vectors by (e(t)), by, by, b, and b, implement the boundary conditions
imposed on v, n and p, which are given by
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T o i
volt) =0, it =
no(t) = % (\/C(0)2+4n2+C(0)> () = % (\/C(1)2+4n2+C(1)) |
po(t) = % ( C(0)2+4n2—C(O)> () = % ( c<1)2+4n2_c:(1)> |

Discretization of the coupling condition for the current completes the discretized
system:

aeUr
Lh

_ aqUr|C]l-

7 (Y (t) — yiv-1(2)) 5

Jsk(7) (MnJp N (1) + UpSp.n (1)) —

Supposing that the fluxes J, and J,, as well as the gradient of y play a dominant
role in (10)-(14) one might argue, that they should be resolved better, than as piece-
wise constant functions. This directly leads to the Raviart-Thomas finite element
approach, where the concentrations » and p and the potential y are approximated
by piecewise constant functions, but the fluxes Vy, J, and J,, are elements of the
Raviart-Thomas space of order zero. In one space dimension, the Raviart-Thomas
approach leads to piecewise linear, continuous approximations to these functions,
so that the ansatz space is just span{¢y,...,¢y}. The ansatz space for y, n and
p is given by span{@;,...,@y}. The idea is now not to discretize (10)-(14) sepa-
rately, but instead to discretize variable-flux pairs together. For example the equa-
tions (11,13)

— o+ Vo, = R(”ap)a
Jp = on —noyy,

define the variable » and its flux J,,. The first equation is tested with ¢, the second is
tested with ¢ and integrated by parts to obtain

—/ atn§0+vn/ (Pax-]n:/ R(n,p)o,
Q Q €

== [ novo— [ noy+lngls.

This formulation avoids derivatives of n. The pairs of equations (12,14) and (10,16)
are treated in a similar way. By using {¢@;} and {¢;} as test and trial functions and
by substituting d, y by

8y = ax‘Vv (16)

we arrive at the following finite dimensional system of equations:
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0 = ADgy (1) + hn(t) — hp(t) + G,
hi(t) = vaDJy(t) + hR(n(1), p(1))
hp(t) = vpDJy(t )+hR(n(t),p(f))

0= D'yt )+ Mgy (1) — by(e(t))
0= —D"n(t) + MJ,(t) + diag (Bgy (¢)) n(t) — b,
0=—D"p(t)+ MJ,(t) +diag (Bgy(t)) p(t) — b,

with sparse matrices D € RV*(V+1) | Ay ¢ RV XN+ and B € RV*(NV+1) and vec-
tors C, € RY and by (e(t)), bu, b, € RVFL,

The discretized equations are implemented in MATLAB, and the DASSL soft-
ware package [9] is used to integrate the high dimensional DAE. Initial values are
stationary states obtained by setting all time derivatives to 0. A basic test circuit with
one diode is depicted in Figure 1, where the model parameters are presented in Ta-
ble 1. The input vy(¢) is chosen to be sinusoidal with amplitude 5V. The numerical
results in Figure 2 show the capacitive effect of the diode for high input frequencies.
Similar results are obtained in [11] using the simulator MECS.

Table 1 Diode model parameters.

Parameter Value Parameter Value
L 1074 [cem] £ 1.03545-10712  [F/cm]
Ur 0.0259 [V] n 1.4-10'0 [1/cm’]
Uy, 1350 [em?/(Vsec)] T, 330-107° [sec]
Ly 480 [em? | (Vsec)] T, 33.107° [sec]
a 1075 [em?] C(x), x<L/2 —9.94.10" [1/cm?]
C(x),x>L/2 4.06-10" [1/cm?]
frequency = 1.0e+06 frequency = 1.0e+09 frequency = 5.0e+09
0.2 0.2 0.2
0.15 0.15F
2 Z, 0.1 2 0.1
E £ £
f_> §> 0.05 ? 0.05
-0.05F -0.05 -0.05F
-0.1 - - - - : 0.1 - - - - ! -0.1 - - - - '
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
scaled time scaled time scaled time

Fig. 2 Current j through the basic network for input frequencies 1 MHz, 1 GHz and 5 GHz. The

capacitive effect is clearly demonstrated.
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4 Model reduction

Now we want to reduce the computational effort of repeated dynamical simulations
by applying proper orthogonal decomposition (POD) to the drift-diffusion equa-
tions. The POD reduction procedure is formulated in the Appendix, and from here
onwards is used with X := L?(£). As an example we discuss the reduction based
on the standard finite element approximation (15), Raviart-Thomas elements are
treated analogously.

The test functions for a standard Dirichlet problem are expected to vanish at the
boundary. Hence, in the standard finite element case, before performing the POD of
the state space, we relate the solution to a reference state (not necessarily a solution),
e.g. a stationary solution or a mean value, that fulfills the boundary conditions. The
functions

V=VY—VY,,i=n—n,, p=p—py
then satisfy homogeneous boundary conditions. The reference v, is an exception
in so far, that in general it cannot be a stationary state, since ¥ underlies varying

boundary conditions. Here, we use the stationary state, scaled in such a way that the
boundary conditions are satisfied, e.g.

y(,1)
"I/(t()vl)

B Age(t) + Whi
Ade(to) + Wi

W (1,x) = v, (to,x) Y, (f0,x).
We further set

Jer:Jn_J;7J~p:Jp_J;

In the case of the Raviart-Thomas approach the relation to a reference state is not
necessary, since the boundary values are included more naturally through the varia-
tional formulation.

The time-snapshot POD procedure described in the Appendix delivers Galerkin
ansatz spaces for J, i, p, J, and J:U. This leads to the ansatz

wPOP (1) = (1) + Uy Hy (1),
”POD(t) = n, () + UnHy (1), PPOD(l) = pr(t) + UpHy(1),
S OP(t) = Jy(6) + Uy, Hy, (1), JyOP(t) = T (t) + U, Hy, (1)

The matrices

UII/ c R(N—I)ka’ U, € R(N—l)an Up c R(N—I)ka
Uy, € RVkn Uy, e RV N,

contain the POD-functions as columns as in Equation (17), the vectors H.) the cor-
responding time-variant coefficients. The number £,y is the respective number of
POD basis functions included. Assembling the POD system then leads to a DAE
system similar to (15),
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0 = ASHy + Uy, (M(UpH, — UpH,) — Cp) +c1 + 1 (e),
—My,H, = —v,D, H;, +hU, R(n, + U,H,, py + U,H,) + c2,
MypH, = —v,D, H;, — hU) R(n, + UpHy, pr + UpH,) + c3,
0 = hH,, + DyH, + B(Hy, Hy) + LyHy + ca,
0 = hHj, — D,H,+B(Hy, Hy) 4 LyHy +cs.

Here
S = U, SUy, My = Ul MU,, My = U, MU,,
D,=U;/DU", D,= UJIDUP,

where the matrices M, S, and D and the vector Cj, are the same as in equation (15).
The constant vectors ¢; and matrices L,, L, arise from the reference states, and can
be computed offline together with the other matrices and the bi-linear map B; ¢;
and c3 vanish in case of stationary reference states n, and p,. The vector ¢;(e(¢))
includes the boundary condition on .

5 Numerical investigation

Figure 3 shows the development of the error between the reduced and the unreduced
numerical solutions, plotted over the neglected information A (see (18)), which is
measured by the relative error between the non-reduced states vy, n, p, J,, J, and
their projections onto the respective reduced state space. The number of POD basis
functions for each variable is chosen so that the indicated approximation quality is
reached, 1. e.

A=Ay =A, = Ay, = A, QAJP.

Standard FEM }
= = = RTFEM

relative L?—error of jv

Fig. 3 L, error of ji for ‘ ‘ ‘
standard and Raviart-Thomas 107 10°° 107
FEM. Afk)
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20¢ y
g Standard FEM (reduced) |-
Standard FEM (full)
= = =RT FEM (reduced)
— — — RT FEM (full)

simulation time [sec]
=
T
|
|
|
|
|
|
|
|
|
|
1
|
|
|
|
|
|
|
|
|
|
|
|
|

Fig. 4 Time consumption for
simulation runs for Figure 3.
The fine lines indicate the
time consumption for the ‘ ‘
simulation of the original full 107 10° 10°
system. Afk)

Since we compute all POD basis functions anyway, this procedure does not involve
any additional costs.

In Figure 4 the simulation times are plotted versus the neglected information
A. As one can see, the simulation based on standard finite elements takes twice as
long as that based on RT elements. However, this difference is not observed for the
simulation of the corresponding reduced models.

The whole POD approach in the present situation makes sense only, if the sin-
gular values would decay rapidly. Else one would have to use too many POD basis
functions and would end up with a rather large and dense POD Galerkin system. To
illustrate, that the singular values are indeed decaying exponentially, Figure 5 shows
the total number of singular vectors k = ky, +kj, +k + k;, +k;, required to undercut

400

=—f— Standard FEM
= %+ = RT FEM

350+

200

number of singular values k

100

Fig. 5 The number of re-
quired singular values grows 5 : : :
only logarithmically with the 107 10°° 10°° 107 107°
requested accuracy. A(k)
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O 1 reference
= = = frequencies |
107 O 2reference |
B dr® = = - frequencies |
N O 3reference
frequencies |

relative L?—error of jv

Fig. 6 Reduction error plotted
over the frequency parameter
space. The reduced model was : : :
created with 1 to 3 reference 108 10'° 10"
frequencies. input frequency

a given state space cut-off error A. While the number of singular vectors included
increases only linearly, the cut-off error tends to zero exponentially.

Although POD model order reduction often works well, it is clearly a drawback
of the method that the reduced system depends on the inputs and on the parameters
of the system under consideration. A possible remedy consists in performing simu-
lations over a certain input and/or parameter range and then to collect all simulations
in a global snapshot matrix ¥ := [Y'!,¥?2,...]. Here, each Y’ represents the snapshots
taken for a certain input/parameter pair. In this context now the question pops up
which inputs/parameters to choose in order to obtain a reduced model, which is
valid over the whole input/parameter range. Let us elaborate on this complex of
questions with the following example.

For the basic circuit we choose the frequency of the input voltage v as parameter.
Let the parameter space be the interval [103Hz, 10!2Hz|. We start the investigation
with a reduced model where the snapshot matrix is created from the simulation
of the full model at a frequency of 10! Hz. The difference between simulations
of the full model and the reduced model is the reduction error plotted in Figure
6 (dotted line). A second reduced model is constructed by adding snapshots from
the full simulation at a frequency of 10® Hz, which is the frequency for which the
error is maximal. Note that we do not alter the number of singular values for the
second model. One can see that the error is significantly reduced in the second model
(dashed line). A third model is constructed analogously (solid line).

Of course this adaptive reduction method is only academical, since it is based
on full model integrations over the whole parameter space. For practical purposes
we will need to develop a-posterior error estimators in the parameter space. It may
be possible to apply the methods of [8] to the problem under consideration. In the
present situation also a parameter POD along the lines of [6] could be applied. The
parameter snapshots are chosen as simulations of the quasi-stationary drift-diffusion
model related to the respective parameter value (here: frequency of voltage source).
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Finally we note that the presented reduction method does not create reduced
models for semiconductors as such, but accounts for the position of the semicon-
ductors in a given network. The modes or POD basis functions of two identical
semiconductors may be different due to their different operating states. To demon-
strate this fact, we consider the rectifier network in Figure 7 and measure the dis-
tance between the spaces U'! and U? which are spanned, e.g., by the POD-functions
Ulll, of the diode S| and Ul%, of the diode S, respectively, by

d(U',U?) ;= max min |u—v|>.

uc
[ull2=1 [[v[l2=1

Exploiting the orthonormality of the bases Ul}, and Ul%, and using a Lagrange frame-

work, we find
AU U*) =\/2-2V2,

where A is the smallest eigenvalue of the positive definite matrix SS' with S; ;=
(u}W—, u%,, j> 2. The distances for the rectifier network are given in Table 2. While the
reduced model for the diodes S| and S5 are almost equal, the models for the diodes
S1 and §; are significantly different. Similar results are obtained for the reduction of

n, p, etc.

PES - = = Input: vs(t)
. Output: ea(t)—e1(l)

o = N ®w »~ 0 o N
T T T T T 1

potential [V]

vs(1) C

0 0.5 1 15 2
—— time [sec] x107°

Fig. 7 Rectifier network and simulation results. The input vy is sinusoidal with offset +1.5[/].

Table 2 Distances between reduced models in the rectifier network.

A d(U",U?) d(U",U?)

1074 0.61288 5.373-10°8
1073 0.50766 4712-1078
106 0.45492 2.767-1077

1077 0.54834 1.211-10~°
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Appendix: Proper Orthogonal Decomposition (POD)

Lety: Q x[0,7] — R be a function, which in the situation of Section 4 represents
the time continuous finite element approximation of y, n, p, gy, J, and J,, respec-
tively. For ¢ € [0,7] let y(-,¢) € Yy := span{¢y,...,¢n}, where ¢; (i =1,...,N)
denote linearly independent elements of a Hilbert space X.

The snapshot variant of POD introduced in [13] works as follows; let ¥ =
[y!,....»'] € R¥*! contain as columns the coefficient vectors of / time-snapshots
y(-,;) taken at time instances ¢; € [0, T, i.e.

N .
V(i) = Zly}fbj-
=

Furthermore, let M := ((§m, @n)x),, =1,y With its Cholesky factorization M =
LL". Let (U,X,V) denote the singular value decomposition of ¥ :=L7Y, i.e. ¥ =
UV withU e RVVY, ¥ ¢ RV and 7 € R/ and X a diagonal matrix containing
the singular values 0 < ¢; in decreasing order for 1 <i </, where we assume / < N.
We set

Ui=L "0 1p=[u',....u"]. (17)

N .
Then, the k-dimensional POD basis of span{ Y, Vi¢, i=1,...,1 } C Yy is given by
j=1

N
span{ Y, uj¢;, i=1,...,k}.
j=1

Note that one chooses k < m, where o,, > 0 denotes the smallest non-vanishing
singular value. The expression 1 — A (k)? is a measure of the information content of
the subspace spanned by the first £ POD basis functions, where

k 2
A(k):,/l—zgilo?. (18)
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