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ON ONE LINEAR EQUATION IN ONE QUATERNIONIC UNKNOWN

DRAHOSLAVA JANOVSKÁ∗ AND GERHARD OPFER†

Dedicated to Bernd Fischer on the occasion of his 50th birthday
Abstract. We study quaternionic linear equations of typeλm(x) :=

∑m

j=1
bjxcj = e with quaternionic constantsbj , cj , e and

arbitrary positive integerm. For m = 2 the resulting equation is calledSylvester’s equation. For this case a complete solution (solution
formula, determination of null space) will be given. For thegeneral case we show that the solution can be found by a corresponding matrix
equation of a particular simple form. This matrix form is connected with the centralizers of a quaternion and of its isomorphic image inR

4×4.
We present a complete determination of these centralizers.However, the mentioned matrix form does not inlude a detection of the singular
cases. The determination of singular cases is to some extentpossible by applying Banach’s fixed point theorem from whichwe are able to
deduce several sufficient conditions for non singular cases. We end the paper with a conjecture on the form of the inverse of a linear mapping
and show that interpolation problems and recovery problemshave in general no solution.

Key words. One linear equation in quaternions, Sylvester’s equation in quaternions, Centralizers of quaternions.
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1. Introduction. Linear mappings in one real or one complex variable are not ofmuch interest from an
algebraic point of view. The situation changes if we go to quaternionic linear mappings. In this area non trivial
non singular linear mappings exist and we have to cope with the difficulty that it is usually impossible to apriorily
distinguish between singular and non singular mappings.

Linear quaternionic mappings may be understood as the simplest form of systems of linear equations in quater-
nions. Such systems were investigated already by [11, Ore, 1931] with references back to papers of the 19th
century. However, all treated equations are of the forma11x1 + a12x2 + · · ·, one coefficient on the left side of the
unknowns. In non-commutative algebra also other forms exist, e. g.ax+xd or ax+ bxc+xd, and more generally
∑m

j=1 bjxcj . A first approach of linear systems including this general type of equation was made by the authors,
[8]. However, a thorough investigation of one linear equationin one quaternionic variable is still missing. There is
one exception, a paper by [10, R. E. Johnson, 1944] in which an equation of typeax+xd = e was investigated
over an algebraic division ring. The same topic with quaternionic matrices was treated by [5, Huang, 1996].

2. Quaternionic linear mappings in one variable. We denote the (skew) field of quaternions byH and the
field of real, complex numbers byR, C, respectively. The zero element of all three fields will be denoted by0 and
the multiplicative unit by1. In H we will also use the notationsi := (0, 1, 0, 0), j := (0, 0, 1, 0), k := (0, 0, 0, 1).
And i will be used inC with the ordinary meaning. We shall also use�e1 := 1; �e2 := i; �e3 := j; �e4 := k.(2.1)

The objective of this paper is to studyquaternionic linear mappingsλ : H → H overR which are defined by
the property

λ(γx + δy) = γλ(x) + δλ(y) for all x, y ∈ H and allγ, δ ∈ R.(2.2)

All linear mappings have the property thatλ(0) = 0. This follows from (2.2) by puttingx = y, γ = 1, δ = −1.
Let λ(x0) = 0 for some specificx0 ∈ H. Then, we will callx0 asolution of the homogeneous equation. Since

x0 = 0 is always a solution of the homogeneous equation, we callx0 = 0 thetrivial solutionof the homogeneous
equation. Lete ∈ H\{0} be a given quaternion. The equationλ(x) = e will be calledinhomogeneousequation.
The linearity has the following consequence: Letλ(x0) = 0 andλ(x1) = e. Then,λ(γx0 +x1) = e for all γ ∈ R.
For this reason, it is important to study thenull space(or kernel) of λ defined by

N := {x ∈ H : λ(x) = 0}.(2.3)

The null spaceN is a linear subspace ofH, regarded as a space overR. Thus, the dimension of that space, regarded
as a subspace ofR4, may vary from zero to four. Linear mappingsλ : R → R and alsoλ : C → C are easy to
describe andλ(x0) = 0 either implies thatx0 is the trivial solution orλ is the trivial mappingλ(x) = 0 for all x.
Thus, linear mappings in one variable onR or onC are not of much interest from the algebraic point of view.
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DEFINITION 2.1. A quaternionic linear mapping,λ : H → H, will be callednon singularif λ(x) = e has a
unique solution for all choices ofe ∈ H. The mappingλ will be calledsingular if it is not non singular.

LEMMA 2.2. The linear mappingλ is singular if and only if the homogeneous equationλ(x) = 0 has non
trivial solutions.

Proof: Follows directly from the definition, sincex = 0 is always a solution of the homogeneous equation.�

If we leave the trivial mappingλ(x) = 0 for all x aside, it is not at all obvious that singular linear mappings
exist, in particular, if we compare with the non trivial linear mappingsR → R andC → C, which are always non
singular. Letλ, µ : H → H be two linear mappings. We can define thecompositionλ ◦ µ by

(λ ◦ µ)(x) := λ(µ(x)).

A composition of two linear mappings is again a linear mapping.

LEMMA 2.3. Let λ, µ : H → H be two linear mappings. (i) Letλ be non singular. Then, the composition
λ ◦ µ is singular if and only ifµ is singular. (ii) Letµ be non singular. Then, the compositionλ ◦ µ is singular if
and only ifλ is singular.

Proof: (i) Let µ be singular. Thus, there existx0 6= 0 such thatµ(x0) = 0. Then,(λ ◦ µ)(x0) = 0, and
hence, the compositionλ ◦ µ is singular. Let the compositionλ ◦ µ be singular, i. e. there existx0 6= 0 such that
(λ ◦ µ)(x0) = λ(µ(x0)) = 0. Sinceλ is non singular it follows thatµ(x0) = 0, thus,µ is singular. (ii) This part
is similar. �

A linear mappingλ : H → H also defines a linear mapping̃λ : R
4 → R

4 which can be defined by a matrix.

THEOREM 2.4. Let λ : H → H be a quaternionic linear mapping. Then, there is a matrixM ∈ R
4×4

such thatλ(x) = Mx where the quaternionsx, λ(x) have to be identified with the column vectorsx,Mx ∈ R
4,

respectively, and where

M := (λ(�e1), λ(�e2), λ(�e3), λ(�e4) ) .(2.4)

The entriesλ(�ej), j = 1, 2, 3, 4 must be read as column vectors inR
4.

Proof: Let x := (x1, x2, x3, x4) ∈ H and putx =
∑4

j=1 xj�ej . Then, using the linearity,λ(x) =
∑4

j=1 xjλ(�ej). And this expression equalsMx. �

This theorem is of importance because it allows us in a concrete case to reduce the given linear equation to a
linear matrix equation in four variables for which solutiontechniques are known. This will be the topic of the next
section.

LEMMA 2.5. The linear mappingλ is singular if and only ifdetM = 0, whereM is defined in (2.4)
Proof: Follows from Definition2.1and Theorem2.4. �

Let a1, a2, a3, a4 ∈ H be any collection of four quaternions and define

λ(x) :=
4

∑

j=1

xjaj , wherex := (x1, x2, x3, x4) ∈ H.

Then,λ is a quaternionic linear mapping and the above matrix isM = ( a1, a2, a3, a4 ) with columnsaj , j =
1, 2, 3, 4 and thus,M could be any matrix inR4×4. However, this linear mapping has no direct relation to quater-
nionic algebra and we do not want to consider this type of mapping in our investigation.

3. Quaternionic linear mappings of typeλ(x) :=
∑m

j=1 bjxcj. We are interested in studying the linear
mappings of type

λm(x) :=

m
∑

j=1

bjxcj ,(3.1)

defined for any fixed positive integerm and for2m quaternionic constantsbj, cj ∈ H, j = 1, 2, . . . , m. The
function λm will loose its property of linearity if in (2.2) the real multipliersγ, δ are replaced with non real
multipliers. Each termbjxcj in the definition (3.1) will be calledmiddle termif neither bj nor cj is real. It is
reasonable to assume thatbjcj 6= 0 for all j = 1, 2, . . . , m. The particular difficulty resulting from the existence
of middle terms arises from the fact that they are not linear with respect to the defining constantsbj , cj . It is
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not difficult to find the corresponding matrix representation of λm by applying Theorem2.4. For this purpose
we first repeat the multiplication rule for quaternions, since it is used very frequently. Leta, b ∈ H anda :=
(a1, a2, a3, a4), b := (b1, b2, b3, b4). Then

ab = (a1b1 − a2b2 − a3b3 − a4b4, a1b2 + a2b1 + a3b4 − a4b3,(3.2)

a1b3 − a2b4 + a3b1 + a4b2, a1b4 + a2b3 − a3b2 + a4b1).

Second, we introduce two mappings ı1 : H → R
4×4, ı2 : H → R

4×4, and putA := ı1(a), Ã := ı2(a), where

A := ( a�e1, a�e2, a�e3, a�e4 ) =







a1 −a2 −a3 −a4

a2 a1 −a4 a3

a3 a4 a1 −a2

a4 −a3 a2 a1






∈ R

4×4,(3.3)

Ã := ( �e1a, �e2a, �e3a, �e4a ) =







a1 −a2 −a3 −a4

a2 a1 a4 −a3

a3 −a4 a1 a2

a4 a3 −a2 a1






∈ R

4×4.(3.4)

In the above definition the quantitiesa�ej , �eja, j = 1, 2, 3, 4 have to be read as column vectors. We will
denote all matrices of the form given in (3.3) by HR and those of (3.4) by HP. The first mapping ı1 is a well known
isomorphism betweenH andHR, the second mapping ı2 could be calledpseudo isomorphismbetweenH andHP

because it reverses the order of the multiplication. We alsocall the elements ofHP pseudo quaternions. More
details are in the following theorem.

THEOREM 3.1. Let ı1, ı2 be defined as in (3.3),(3.4), respectively. Leta, b ∈ H and letb ∈ R
4 be the column

vector corresponding tob. Then,

ı1(a)ı2(b) = ı2(b)ı1(a) for all a, b ∈ H,(3.5)

ı2(ab) = ı2(b)ı2(a) ∈ HP for all a, b ∈ H,(3.6)

ı2(a)b = ba ∈ H for all a, b ∈ H,(3.7)

ı2(a
−1) = (ı2(a))−1 = (ı2(a))T/|a|2 ∈ HP for all a ∈ H\{0},(3.8)

ı2(a) = 0 ⇔ ı2(a) is singular ⇔ a = 0 where0 = zero matrix,(3.9)

ı1(a) = ı2(a) ⇔ a ∈ R,(3.10)

where in (3.7) one has to read the right hand sideba as column vector.
Proof: By evaluation and comparison. �

The pseudo quaternions behave almost like quaternions. We only have to change the multiplication rule
according to (3.6). The elements ofHP commute with all elements inHR, however, the product ı1(a)ı2(b) is in
general neither inHP nor in HR. Nevertheless, the first column of ı1(a)ı2(b) contains the productab. We could
define a new algebrãH := R

4 by keeping the addition rules ofH and by introducing a new multiplication rule in
H̃, denoted bya ⋆ b, namely

a ⋆ b = ba,

whereba is the ordinary product inH. In this new algebra, ı2 is an isomorphism betweeñH and HP, since
ı2(a⋆b) = ı2(ba) = ı2(a)ı2(b), using (3.6) from Theorem3.1. It should be observed that̃A is not a real polynomial
in A, since all such polynomials will remain inHR. There is another well known isomorphism betweenH and
certain complex(2 × 2)-matrices which will not be used, however.

From the above representation it is clear how to recover a quaternion from the corresponding matrix. Thus, it
is also possible to introduce inverse mappingsı−1

1 : HR → H, ı−1
2 : HP → H. Since ı1 defines an isomorphism

between quaternions and certain real(4× 4) matrices it is possible to associate notions known from matrix theory
with quaternions. Leta := (a1, a2, a3, a4), then:

det(a) := det(ı1(a)) = |a|4,(3.11)

tr(a) := tr(ı1(a)) = 4a1,(3.12)

eig(a) := eig(ı1(a)) = [σ+, σ+, σ−, σ−], where(3.13)
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σ+ = a1 +
√

a2
2 + a2

3 + a2
4 i, σ− = σ+.(3.14)

|a| = ||ı1(a)||2 =

√

√

√

√

4
∑

j=1

a2
j ,(3.15)

cond(a) := cond(ı1(a)) = 1, a 6= 0,(3.16)

where det, tr, eig, cond refer to determinant, trace, collection of eigenvalues(in
square brackets [ ]),condition, respectively. It should be noted however, that a general theory of determinants
for quaternionic valued square matrices cannot exist. See [2, Fan, 2003]. Letλ : H → H be any linear mapping
in the sense of (2.2) and lety := λ(x). SinceH is isomorphic toHR the mappingλ induces a linear mapping
Λ : HR → HR defined by the following diagram where we have putX := ı1(x), Y := ı1(y):

x
λ−→ y



yı1


yı1

X
Λ−→ Y

.(3.17)

Now, let us return to the mappingλm defined in (3.1). We first only determine the matrixM which defines
the linear mapping form = 1. Thus, we investigate only the mappingλ1(x) := bxc and determineM such that
λ1(x) = Mx where the column vectorx and the matrix productMx must be identified with the corresponding
quaternion. The result is put into the following lemma whichalso shows the connection to ı2.

LEMMA 3.2. Letx, b, c ∈ H and let ı1, ı2 be defined as in (3.3),(3.4), respectively. Define the linear mapping
λ1 : H → H by

λ1(x) := bxc

and identify the quaternionsx, y := λ1(x) with the corresponding column vectorsx,y, respectively. Also put
ı1(b) := B, ı2(c) := C̃. Then,

y := λ1(x) = Mx whereM := ı1(b)ı2(c) = BC̃.(3.18)

Proof: Using (3.7) of Theorem3.1we havez := ı2(c)x = xc. Sincebz = bxc, the proof is complete. �

It should be noted that the above Lemma has an analogue in matrix mappingsAXB → C where Kronecker’s
product is employed. See, [4, Lemma 4.3.1].

THEOREM 3.3. Let λm be defined as in (3.1) and let ı1, ı2 be defined as in (3.3),(3.4), respectively. Then,
there is a matrixM ∈ R

4×4 such that

λm(x) = Mx, whereM :=

m
∑

j=1

Mj, andMj := ı1(bj)ı2(cj),(3.19)

where the quaternionsx, λm(x) have to be identified with the corresponding column vectorsx,Mx, respectively.
Proof: Follows from Lemma3.2, formula (3.18). �

This theorem is the concrete form of Theorem2.4. It allows us to solve all equations of the formλm(x) = e
by applying matrix techniques. However, it does not includeinformation on the question whether we are dealing
with singular or non singular cases. It should be mentioned,that the above matrixM is in general not normal.

For later use we introduce a new notion, namely that of equivalence between two quaternions. In this connec-
tion, algebraists (see [12, v. d. Waerden, 1960, p. 35]) usually use the termconjugate, which, however, for
quaternions is not a good choice.

DEFINITION 3.4. Two quaternionsa, b ∈ H will be calledequivalent, if there is anh ∈ H\{0} such that
b = h−1ah (or hb − ah = 0). Equivalent quaternionsa, b will be denoted bya ∼ b. The set

[a] := {s : s := h−1ah, h ∈ H}
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will be calledequivalence class ofa. Let a = (a1, a2, a3, a4). The complex number

σ+ := a1 +
√

a2
2 + a2

3 + a2
4 i ∈ [a].

will be calledcomplex representative of[a].

LEMMA 3.5. The above defined notion of equivalence defines an equivalence relation. Two quaternionsa, b
are equivalent if and only if

ℜa = ℜb, |a| = |b|.(3.20)

Proof: [6, Janovská & Opfer, 2003]. �

It turns out, that the set of all linear mappingsλm separates into two classes. One class consists of all mappings
λm with m ≤ 2 for which a complete answer to all reasonable questions can be found. All otherλm, namely those
with
m ≥ 3 belong to a class for which we can gather only incomplete information. We introduce some formal
simplification. Letµ(x) := b−1

m xc−1
1 . This linear mapping is non singular and thus, (putb̃j = b−1

m bj , c̃j =
cjc

−1
1 , j = 2, 3, . . . , m − 1)

(µ ◦ λm)(x) = b−1
m (

m
∑

j=1

bjxcj)c
−1
1 =

{

b1x +
∑m−1

j=2 b̃jxc̃j + xcm for m ≥ 2,
x for m = 1,

will be singular if and only ifλm is singular. See Lemma2.3. Without loss of generality we can, therefore,
investigate

λm(x) := ax +

m−2
∑

j=1

bjxcj + xd, m ≥ 2,(3.21)

which reduces to

λ2(x) := ax + xd for m = 2, and form = 3 we write simply(3.22)

λ3(x) := ax + bxc + xd.(3.23)

These two equations will be treated in the sequel. The investigation of the mappingλ3 already shows all difficulties
of λm for m ≥ 3.

4. Sylvester’s equation.The equation defined by (3.22), namelyλ2(x) := ax+xd = e is ordinarily referred
to asSylvester’s equationandλ2 will be called correspondinglySylvester’s functionor mapping. We will show
that Sylvester’s equation has an elementary solution in terms of quaternions.

THEOREM 4.1. Leta := (a1, a2, a3, a4), d := (d1, d2, d3, d4). The function defined byλ2(x) := ax + xd is
non singular if and only if

∑4
j=2(a

2
j − d2

j ) 6= 0 or a1 + d1 6= 0. If λ2 is non singular, the solution ofλ2(x) = e is

x = f−1
l (e + a−1ed), fl := 2ℜd + a + |d|2a−1 if a 6= 0, or(4.1)

x = (e + aed−1)f−1
r , fr := 2ℜa + d + |a|2d−1 if d 6= 0.(4.2)

Proof: The mappingλ2 is described by a matrixM whose form is given in Theorem3.3:

M := ı1(a) + ı2(d) :=







σ1 −σ2 −σ3 −σ4

σ2 σ1 −δ4 δ3

σ3 δ4 σ1 −δ2

σ4 −δ3 δ2 σ1






,(4.3)

whereσ := (σ1, σ2, σ3, σ4) := a + d, δ := (δ1, δ2, δ3, δ4) := a − d and where ı1, ı2 are defined in (3.3), (3.4).
The determinant of this matrix is (see [8])

det(M) = σ2
1(|σ|2 + δ2

2 + δ2
3 + δ2

4) + (σ2δ2 + σ3δ3 + σ4δ4)
2.(4.4)

It does not vanish if and only if the above mentioned conditions are met. In order to find the solution, let
µ(x) := a−1xd + x. The composite mappingµ ◦ λ2 is (µ ◦ λ2)(x) = µ(λ2(x)) = a−1λ2(x)d + λ2(x) =



6 Drahoslava Janovská & Gerhard Opfer

(2ℜd + a + |d|2a−1)x. This yields (4.1). The same technique withµ(x) := axd−1 + x yields (4.2). And the
mappingµ is non singular if and only if the mappingλ2 is non singular. Only a little later, we will see that the two
employedµs for composition are apart from a factor forms of the inversemapping ofλ2. See also [8, Janovská

& Opfer, Lemma 2]. �

COROLLARY 4.2. Let a, d be arbitrary quaternions. Then, Sylvester’s equationλ2(x) := ax + xd will be
singular if and only if

|a| = |d| andℜa + ℜd = 0,(4.5)

or in other words if and only ifa and−d are equivalent. The null space ofλ2 is

N2 =







{0} if (4.5) is not valid,
H if (4.5) is valid anda, d ∈ R,
2 dim, real subspace ofH if (4.5) is valid anda /∈ R or d /∈ R.

(4.6)

Proof: Let a := (a1, a2, a3, a4), d := (d1, d2, d3, d4). From Theorem4.1, it follows thatλ2 is singular if and
only of a1 + d1 = 0 and

∑4
j=2(a

2
j − d2

j) = 0. The first condition impliesa2
1 = d2

1, therefore,
∑4

j=1(a
2
j − d2

j) = 0,
which is equivalent to|a|2 = |d|2. An alternative proof is: Letax + xd = 0 for somex 6= 0. Then, according to
Definition 3.4 the two quantitiesa,−d are equivalent and the result follows from Lemma3.5. In order to find the
null space, we have to investigate the matrixM defined in (4.3), only with σ1 = 0. Becausse ofM + MT = 0,
the matrix can have only even rank and the ranks zero or four are not possible. See also [6]. �

It seams reasonable also to compute the null space (kernel) of λ2 := ax + xd explicitly. For the definition
see (2.3).

TABLE 4.3. Various cases for kernel of Sylvester’s equation.

Case σ2 δ2 σ3 δ3 σ4 δ4

(ia) 0 0 6= 0 6= 0 6= 0 6= 0
(ib) 0 0 0 6= 0 0 6= 0
(ic) 0 0 0 6= 0 6= 0 0
(id) 0 0 6= 0 0 0 6= 0
(ie) 0 0 6= 0 0 6= 0 0
(iia) 0 6= 0 6= 0 6= 0 6= 0 6= 0
(iib) 0 6= 0 0 6= 0 0 6= 0
(iic) 0 6= 0 0 6= 0 6= 0 0
(iid) 0 6= 0 6= 0 0 0 6= 0
(iie) 0 6= 0 6= 0 0 6= 0 0
(iiia) 6= 0 0 6= 0 6= 0 6= 0 6= 0
(iiib) 6= 0 0 0 6= 0 0 6= 0
(iiic) 6= 0 0 0 6= 0 6= 0 0
(iiid) 6= 0 0 6= 0 0 0 6= 0
(iiie) 6= 0 0 6= 0 0 6= 0 0

THEOREM 4.4. Leta, d ∈ H be given such thatλ2(x) := ax + xd is singular and that at least one of the two
quaternions is not real. Put

σ := a + d, δ := a − d with components σj , δj , j = 1, 2, 3, 4.

(i) Let the following matrixm be well defined and non singular:

m :=
1

σ2

(

−δ4 δ3

σ3 σ4

)

.(4.7)

Then,

m−1 :=
−1

δ2

(

−σ4 δ3

σ3 δ4

)

,(4.8)

and the null space (kernel) ofλ2 is

N2 := kernel(λ2) :=

{

x =

(

x1

x2

)

: x1 + mx2 = 0 or m−1x1 + x2 = 0

}

.(4.9)
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TABLE 4.5. The kernel of Sylvester’s equation for various cases.

Case x1 x2 x3 x4

(ia) − δ4

σ3
x2 arbitrary −σ4

σ3
x4 arbitrary

(ib) arbitrary 0
δ3

δ4
x4 arbitrary

(ic)
δ3

σ4
x2 arbitrary arbitrary 0

(id) − δ4

σ3
x2 arbitrary 0 arbitrary

(ie) 0 arbitrary −σ4

σ3
x4 arbitrary

(iia)
δ3x2 − δ2x3

σ4
arbitrary −σ4

σ3
x4 arbitrary

(iib) arbitrary
δ2

δ3
x3

δ3

δ4
x4 arbitrary

(iic)
δ3x2 − δ2x3

σ4
arbitrary arbitrary 0

(iid)
− δ4x2 + δ2x4

σ3
arbitrary 0 arbitrary

(iie)
δ2

σ3
x4 arbitrary −σ4

σ3
x4 arbitrary

(iiia) − δ4

σ3
x2 arbitrary

σ2x1 + δ3x4

δ4
arbitrary

(iiib)
δ4x3 − δ3x4

σ2
0 arbitrary arbitrary

(iiic)
δ3

σ4
x2 −σ4

σ2
x4 arbitrary arbitrary

(iiid) − δ4

σ3
x2 −σ3

σ2
x3 arbitrary arbitrary

(iiie) 0 arbitrary −σ2x2 + σ4x4

σ3
arbitrary

(ii) If the matrixm is either singular (σ3δ3 + σ4δ4 = 0) or not well defined (σ2 = 0) we summarize the result in
Table4.5which refers to various cases which are listed in Table4.3.

Proof: In matrix terms we have to solveMx = 0, whereM is given in (4.3) with the additional property that
its determinant is vanishing which by (4.4) is equivalent toσ1 = 0 andσ2δ2 + σ3δ3 + σ4δ4 = 0. We partitionM
as follows:

M :=









0 −σ2

σ2 0
−σ3 −σ4

−δ4 δ3

σ3 δ4

σ4 −δ3

0 −δ2

δ2 0









=:

(

Mul Mur

Mll Mlr

)

.(4.10)

By puttingx :=

(

x1

x2

)

with x1,x2 ∈ R
2, we can write the systemMx = 0 into the form

Mulx1 + Murx2 = 0,
Mllx1 + Mlrx2 = 0.

(4.11)

We distinguish between the following two cases.
1. Assume that all four submatrices are non singular. Then

x1 + M−1
ul Murx2 = 0,

x1 + M−1
ll Mlrx2 = 0.



8 Drahoslava Janovská & Gerhard Opfer

Since we already know thatrankM = 2, we have

m := M−1
ul Mur = M−1

ll Mlr =
1

σ2

(

−δ4 δ3

σ3 σ4

)

.

Using the second equation, it is easy to find the inverse ofm:

m−1 = − 1

δ2

(

−σ4 δ3

σ3 δ4

)

.

For the kernel we, thus, have the given formula (4.9).
2. Assume that at least one of the submatrices is singular. Then, necessarilyσ2δ2 = σ3δ3 + σ4δ4 = 0. If

σ2 = δ2 = 0, thenMur 6= 0,Mll 6= 0, since the caseMur = 0 ⇔ Mll = 0 ⇔ a, d ∈ R was excluded.
There are 15 cases which we have listed above in Table4.3. Let us putx1 = (x1, x2)

T,x2 = (x3, x4)
T.

Then in the cases (ia) to (ie) of Table4.3 it follows from (4.11) that

Murx2 =

(

−σ3x3 − σ4x4

−δ4x3 + δ3x4

)

= 0, Mllx1 =

(

σ3x1 + δ4x2

σ4x1 − δ3x2

)

= 0.(4.12)

The cases (iia) to (iie) are governed by the following set of equations

Murx2 =

(

−σ3x3 − σ4x4

−δ4x3 + δ3x4

)

= 0,

m−1x1 + x2 =
− 1

δ2

(

−σ4x1 + δ3x2

σ3x1 + δ4x2

)

+

(

x3

x4

)

= 0,

(4.13)

where it should be observed, thatm−1 coincides with the formerly introduced matrix, though it issingular.
The cases (iiia) to (iiie) follow

Mllx1 =

(

σ3x1 + δ4x2

σ4x1 − δ3x2

)

= 0,

x1 + mx2 =

(

x1

x2

)

+
1

σ2

(

−δ4x3 + δ3x4

σ3x3 + σ4x4

)

= 0.

(4.14)

Here, it should also be noted, thatm is singular.

The 15 cases are treated in the sequel one by one. Explicitly occurring coefficients are supposed to be non
zero.

(

−σ3x3 − σ4x4

−δ4x3 + δ3x4

)

= 0,

(

σ3x1 + δ4x2

σ4x1 − δ3x2

)

= 0.(4.15)

(

−0 ∗ x3 − 0 ∗ x4

−δ4x3 + δ3x4

)

= 0,

(

0 ∗ x1 + δ4x2

0 ∗ x1 − δ3x2

)

= 0.(4.16)

(

−0 ∗ x3 − σ4x4

−0 ∗ x3 + δ3x4

)

= 0,

(

0 ∗ x1 + 0 ∗ x2

σ4x1 − δ3x2

)

= 0.(4.17)

(

−σ3x3 − 0 ∗ x4

−δ4x3 + 0 ∗ x4

)

= 0,

(

σ3x1 + δ4x2

0 ∗ x1 − 0 ∗ x2

)

= 0.(4.18)

(

−σ3x3 − σ4x4

−0 ∗ x3 + 0 ∗ x4

)

= 0,

(

σ3x1 + 0 ∗ x2

σ4x1 − 0 ∗ x2

)

= 0.(4.19)

(

−σ3x3 − σ4x4

−δ4x3 + δ3x4

)

= 0,
− 1

δ2

(

−σ4x1 + δ3x2

σ3x1 + δ4x2

)

+

(

x3

x4

)

= 0.(4.20)

(

−0 ∗ x3 − 0 ∗ x4

−δ4x3 + δ3x4

)

= 0,
− 1

δ2

(

−0 ∗ x1 + δ3x2

0 ∗ x1 + δ4x2

)

+

(

x3

x4

)

= 0.(4.21)

(

−0 ∗ x3 − σ4x4

−0 ∗ x3 + δ3x4

)

= 0,
− 1

δ2

(

−σ4x1 + δ3x2

0 ∗ x1 + 0 ∗ x2

)

+

(

x3

x4

)

= 0.(4.22)
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(

−σ3x3 − 0 ∗ x4

−δ4x3 + 0 ∗ x4

)

= 0,
− 1

δ2

(

−0 ∗ x1 + 0 ∗ x2

σ3x1 + δ4x2

)

+

(

x3

x4

)

= 0.(4.23)

(

−σ3x3 − σ4x4

−0 ∗ x3 + 0 ∗ x4

)

= 0,
− 1

δ2

(

−σ4x1 + 0 ∗ x2

σ3x1 + 0 ∗ x2

)

+

(

x3

x4

)

= 0.(4.24)

(

σ3x1 + δ4x2

σ4x1 − δ3x2

)

= 0,

(

x1

x2

)

+
1

σ2

(

−δ4x3 + δ3x4

σ3x3 + σ4x4

)

= 0.(4.25)

(

0 ∗ x1 + δ4x2

0 ∗ x1 − δ3x2

)

= 0,

(

x1

x2

)

+
1

σ2

(

−δ4x3 + δ3x4

0 ∗ x3 + 0 ∗ x4

)

= 0.(4.26)

(

0 ∗ x1 + 0 ∗ x2

σ4x1 − δ3x2

)

= 0,

(

x1

x2

)

+
1

σ2

(

−0 ∗ x3 + δ3x4

0 ∗ x3 + σ4x4

)

= 0.(4.27)

(

σ3x1 + δ4x2

0 ∗ x1 − 0 ∗ x2

)

= 0,

(

x1

x2

)

+
1

σ2

(

−δ4x3 + 0 ∗ x4

σ3x3 + 0 ∗ x4

)

= 0.(4.28)

(

σ3x1 + 0 ∗ x2

σ4x1 − 0 ∗ x2

)

= 0,

(

x1

x2

)

+
1

σ2

(

−0 ∗ x3 + 0 ∗ x4

σ3x3 + σ4x4

)

= 0.(4.29)

The solutions of these systems are summarized in Table4.5. �

The two formulas (4.1), (4.2) for x produce the same value ifad 6= 0. However, for numerical purposes one
would prefer the first formula if|d| ≤ |a| and otherwise the second formula. These formulas are inversion formulas
for the operatorλ2 and we could also write

λ−1
2 (x) = f−1

l (x + a−1xd) = (x + axd−1)f−1
r , ad 6= 0.

We observe, thatλ−1
2 is formally different fromλ2. However,

aflλ
−1
2 (x) = ax + xd, λ−1

2 (x)frd = ax + xd.

If we have a look at the solution formulas (4.1), (4.2), then it is clear that the correspondingλ2 is singular if and
only if fl = 0 or fr = 0. This can be shown directly.

LEMMA 4.6. Let a := (a1, a2, a3, a4), d := (d1, d2, d3, d4) andad 6= 0. Sylvester’s functionλ2, defined
by λ2(x) := ax + xd is singular if and only iffl = 0 (fr = 0), wherefl := 2ℜd + a + |d|2a−1 (fr :=
2ℜa + d + |a|2d−1).

Proof: (a) Let (4.5) be valid. Then, fl = −2ℜa + a + |a|2a−1 =
−2ℜa + 2ℜa = 0. (b) Assume thatfl = 0. Put q2 := |d|2/|a2|. Then,fl = 2ℜd + a + q2a = (2d1 +
(1 + q2)a1, (1 − q2)a2, (1 − q2)a3, (1 − q2)a4) = (0, 0, 0, 0). If q2 = 1, then, (4.5) follows. Letq2 6= 1. Then,

a2 = a3 = a4 = 0 anda1 6= 0. The remaining equation isfl = 2d1 + (1 + q2)a1 =
(a1+d1)

2+d2

2
+d2

3
+d2

4

a1

= 0.
Thus,d is also real anda1 + d1 = 0, which implies thatq2 = 1, a contradiction. The caseq2 6= 1 is impossible.
The proof forfr is almost the same. �

The above solution formulas (4.1), (4.2) put us in the position to solve another type of equation.

COROLLARY 4.7. LetA, B, C, D, E be given quaternions withABCD 6= 0. Define the functionΛ2 : H → H

by

Λ2(x) := AxB + CxD, and solveΛ2(x) = E, x ∈ H.(4.30)

Then, the functionΛ2 is non singular if and only if

ℜ(A−1C) + ℜ(BD−1) 6= 0 or
4

∑

j=2

((A−1C)2j − (BD−1)2j) 6= 0(4.31)
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where the subscriptj defines the component number. If (4.31) is true, the solution ofΛ2(x) = E is

x = F−1
l (A−1ED−1 + C−1EB/|D|2), where(4.32)

Fl := 2ℜ(BD−1) + A−1C + |BD−1|2C−1A or(4.33)

x = (A−1ED−1 + CEB−1/|A|2)F−1
r , where(4.34)

Fr := 2ℜ(A−1C) + BD−1 + |A−1C|2DB−1.(4.35)

Proof: FromΛ2(x) = E it follows by multiplication from the left byA−1 and from the right byD−1 that

xBD−1 + A−1Cx = A−1ED−1.

Put

a := A−1C, d := BD−1, e := A−1ED−1,

then we have exactly equation (3.22) and Theorem4.1yields the desired result. �

The expression forx in formulas (4.32), (4.34) is an expression for the inverse mapping ofΛ2. Therefore, we
summarize the result in the following theorem.

THEOREM 4.8. LetΛ2 be defined as in (4.30). Then, the inverse ofΛ2, if it exists, has the same form asΛ2.
Proof: Compare the form (4.30) of Λ2 with the solution formulas (4.32), (4.34). �

The functionλ3, defined in (3.23), depends on four quaternionsa, b, c, d, i. e. on sixteen unrelated real
numbers. If we reduce this number to twelve in a specific way weare able to characterize the non singular cases
of λ3.

LEMMA 4.9. Let λ3 be defined byλ3(x) := ax + bxc + xd. Puta = (a1, a2, a3, a4) and analogously for
b, c, d. Letabcd 6= 0. If (i) b = a andc 6= −1 or if (ii) c = d andb 6= −1, thenλ3 is singular if and only if

r|a| = |d| andℜa + ℜ{d(1 + c)/r2} = 0 wherer := |1 + c|, for (i),(4.36)

ρ|d| = |a| andℜd + ℜ{(1 + b)a/|ρ2} = 0 whereρ := |1 + b|, for (ii) .(4.37)

If λ3 is non singular, then the solution ofλ3(x) = e is

x =

{

f−1
1 (e(1 + c) + a−1ed) for (i),

f−1
2 ((1 + b)−1e + a−1ed) for (ii),

(4.38)

where
{

f1 := 2ℜ{d(1 + c)} + |1 + c|2a + |d|2a−1 for (i),
f2 := 2ℜd + (1 + b)−1a + |d|2a−1(1 + b) for (ii).

(4.39)

Proof: (i) We haveλ3(x) := ax + axc + xd = ax(1 + c) + xd. Multiplying from the right by(1 + c)−1

yieldsλ3(x)(1 + c)−1 = ax+ xd(1 + c)−1. This equation has the form of Sylvester’s equation and it isaccording
to Corollary4.2singular if and only if|a| = |d(1 + c)−1| andℜa + ℜ{d(1 + c)−1} = 0. Putr := |1 + c| > 0,
then(1 + c)−1 = (1 + c)/r2. The given conditions can be written asℜa +ℜ{d(1 + c)/r2} = a1 + [(1 + c1)d1 +
c2d2 + c3d3 + c4d4]/r2 = 0 andr|a| = |d|. (ii) We haveλ3(x) = ax + bxd + xd = ax + (b + 1)xd. Similarly to
(i) we obtainℜ{(1 + b)−1a}+ℜd = 0 andρ|d| = |a|, whereρ := |1 + b|. For the solution we used formula (4.1)
from Theorem4.1. �

How can we find quaternions which lead to singular functions which obey the equations (4.36), (4.37). The
answer for (4.36) is:

Choosec, d ∈ H\R at random, determiner2 := |1 + c|2,

puta1 := − 1

r2
((1 + c1)d1 + c2d2 + c3d3 + c4d4),

choosea2, a3, a4 such thatr2|a|2 = |d|2.
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EXAMPLE 4.10.The above construction may result in:

c := (−1, 0,−6, 3), d := (−4, 9, 5,−2), r2 := |1 + c|2 = 45,

a1 := 4/5,

a := (4, 3
√

2, 3
√

2, 3
√

2)/5.

Now check (4.36):
|d|2 = 126, r2|a|2 = 45 · 14/5 = 126 = |d|2,

r2a1 + (1 + c1)d1 + c2d2 + c3d3 + c4d4 = 45 · 4/5 − 36 = 0.

The following relation between some of the numbers given in (4.1), (4.2) will be used later.

LEMMA 4.11.Leta, d ∈ H\{0} and definefl, fr as in (4.1), (4.2). Then

|a||fl| = |d||fr|.(4.40)

Proof: We show that|a|2|fl|2 = |afl|2 = (afl)(afl) = (dfr)(dfr). We have(afl)(afl) = (2(ℜd)a + a2 +
|d|2)(2(ℜd)a + a2 + |d|2) = 4(ℜd)2|a|2 + |a|4 + |d|4 + 4ℜaℜd(|a|2 + |d|2) + 2|d|2ℜa2. If we switcha andd,
then the two sides of (4.40) also switch. Therefore, it is sufficient to show that|a|2(4(ℜd)2−2ℜd2)+ |d|2(2ℜa2−
4(ℜa)2) = 0. If we employ the multiplication rule (3.2), we obtain4(ℜd)2 − 2ℜd2 = 2|d|2 and, correspondingly,
2ℜa2 − 4(ℜa)2 = −2|a|2. �

Thus, a complete solution of Sylvester’s equation has been obtained. An application will be treated in the next
section. It should be noted that the solution formulas offered by [10, Theorem 1, formula (10)] and [5, Corollary
6, formula (37)] have both the form of sums and differ from those given here in Theorem4.1.

5. The centralizers ofa and of ı1(a). We begin with the definition of the algebraic notioncentralizer. It
makes sense only in non commutative algebras.

DEFINITION 5.1. Leta ∈ H be a quaternion. Thecentralizer ofa will be denoted byC(a) and is defined by
the set

C(a) := {h ∈ H : ah − ha = 0}.(5.1)

Let A ∈ R
n×n be a square matrix with real elements. Thecentralizer ofA will be denoted byC(A) and is

defined by the set

C(A) := {H ∈ R
n×n : AH− HA = 0}.(5.2)

Both sets are not only vector spaces overR with finite dimension, but they also form an algebra. In the following
we are going to determineC(a) andC(ı1(a)), where the real(4 × 4) matrix ı1(a) is defined in (3.3). For the
general case of matrices we refer to [3, Horn & Johnson, Section 3.2] and [4, Horn & Johnson, Section
4.4].

If a ∈ R (which includes the casea = 0) we haveC(a) = H andC(ı1(a)) = R
4×4. Thus, this case is of no

interest. Therefore, we always assume thata ∈ H\R, when we want to determineC(a) andC(ı1(a)). We define
two sets of polynomialsP (a) ⊂ H, andP (A) ⊂ R

n×n by

P (a) := {v ∈ H : v :=

ν
∑

j=µ

αja
j, αj ∈ R},(5.3)

P (A) := {V ∈ R
n×n : V :=

ν
∑

j=µ

αjA
j , αj ∈ R},(5.4)

whereµ, ν are variable integers withµ ≤ ν. If A is not invertible we have the additional constraint0 ≤ µ ≤ ν
when definingP (A). We have the following evident inclusions:

P (a) ⊂ C(a), P (A) ⊂ C(A).(5.5)
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LEMMA 5.2. Leta ∈ H\{0} andA ∈ R
n×n be given. Letb ∈ C(a) and letB ∈ C(A) with invertibleb,B.

Then,

P (b) ⊂ C(a), P (B) ⊂ C(A).

Proof: We show thatbj ∈ C(a) for all integersj. The real span of allbj is P (b) and sinceC(a) is a linear
space, we haveP (b) ⊂ C(a). The proof will be by induction. Letba = ab which is equivalent toa = b−1ab.
Assume thatbj ∈ C(a), which means, thata = b−jabj . Multiplying by b−1 from the left and byb from the right
impliesa = b−1ab = b−j−1abj+1, thus,bj+1 ∈ C(a). The proof for matrices is the same. �

THEOREM 5.3. Leta ∈ H\{R} be given. Then,

C(a) = P (a) and dimC(a) = 2,

whereC(a) is the centralizer ofa andP (a) is the polynomial defined in (5.3).
Proof: We have to solve Sylvester’s equation

λ2(x) := ax − xa = 0.(5.6)

Apparently,λ2 is by Corollary4.2 singular and by definition, the centralizerC(a) is the set of solutions, which
coincides with the null space (or kernel) ofλ2. According to Theorem3.3, equation (5.6) is equivalent to the real
matrix equation

(ı1(a) − ı2(a))x := Mx := 2







0 0 0 0
0 0 −a4 a3

0 a4 0 −a2

0 −a3 a2 0






x = 0,

where the column vectorx has to be identified with the quaternionx. The matrixM has the property thatM +
MT = 0, which implies that the rank must be even. Since by assumption at least one of the three components
a2, a3, a4 does not vanish, the rank ofM must be two. This proves the last statement of the lemma. Because of the
first general inclusion (5.5) we only need to show that the spaceP (a) has (at least) dimension two. This is true,
since the two elements1 = a0 anda belong toP (a) and since, by assumption,a is not real. �

COROLLARY 5.4. Leta ∈ H\R, then all matrices

S := [aj1 , aj2 , aj3 , aj4 ] ∈ R
4×4

with j1, j2, j3, j4 ∈ Z have rank at most two.
Proof: Follows from the previous lemma. �

The surprising consequence is contained in the following corollary.
COROLLARY 5.5. Givena ∈ H\R andj ∈ Z. Then we can always find two real numbersα, β such that

aj = α + βa.(5.7)

Proof: Let a := (a1, a2, a3, a4). We will give a proof by induction. Assume first thatj ≥ 0. Equation (5.7)
is apparently true forj = 0 andj = 1. Multiplying equation (5.7) by a yieldsaj+1 = αa + βa2. Computing
a2 with the rule given in (3.2) yields aj+1 = β(a2

1 − 2a1 − a2
2 + a2

3 + a2
4) + (α + 2βa1)a = α̃ + β̃a. This

shows that (5.7) is valid for all j ≥ 0 and alla ∈ H. Puta = b−1. Thenb−j = α + βb−1 = α + βb/|b|2 where
b := (b1,−b2,−b3,−b4) is the quaternionic conjugate ofb := (b1, b2, b3, b4). Now it is easy to see that in general
we haveα + βa = α + 2βa1 − βa = α̃ + β̃a. Therefore, equation (5.7) is also valid for negativej. �

To find an explicit formula forα, β let aj =: (A1, A2, A3, A4) and

ak := arg max
l≥2

|al|.

Sincea is not real we haveak 6= 0 and

β := Ak/ak, α := A1 − βa1.
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EXAMPLE 5.6. Takea := (2, 3, 5, 7), thena10 = (2 773 885 841, 1 363 602 108, 2 272 670 180, 3 181 738 252),
arg maxl≥2 |al| = a4 = 7, β = A4/a4 = 3 181 738 252/7 = 454 534 036,α = A1−βa1 = 2 773 885 841−2β =
1 864 817 769. Finally,a10 = α+βa = 1 864 817 769(1, 0, 0, 0)+454 534 036(2, 3, 5, 7). In particular, all powers
of e := (1, 1, 1, 1) have the formej = (A1, A2, A2, A2), j ∈ Z.

It is clear that Corollary5.5 is also valid for the isomorphic imageA := ı1(a) of a. And this is reflected also
in the first part of the next theorem which is based on matrix theory.

We turn now to the determination ofC(ı1(a)). Though ı1(a) is isomorphic toa by the mapping ı1, the
centralizersC(a) andC(ı1(a)) - as will be shown - are not isomorphic by this mapping. Here itis useful to apply
the general matrix theory. See [4, Horn & Johnson, Section 4.4]. Leta := (a1, a2, a3, a4). From (3.13), (3.14)
it follows that thecharacteristic polynomialχA of A := ı1(a) is

χA(λ) := (λ − σ+)2(λ − σ−)2 = (λ2 − 2a1λ + |a|2)2.

However, theminimal polynomialqA of A is

qA(λ) := (λ − σ+)(λ − σ−) = (λ2 − 2a1λ + |a|2).

This follows fromqA(a) := (a2 − 2a1a + aa) = a(a − 2a1 + a) = 0. The geometric multiplicity ofσ+, σ−

is two. Therefore, the matrixA is derogatory. See [3, Section 3.2]. This follows also from the fact that we have
already found one element of the centralizerC(A), namelyÃ, defined in (3.4), which is not a polynomial inA.
See [4, Corollary 4.4.18].

THEOREM 5.7. Leta ∈ H\R andA := ı1(a). Then,

dimP (A) = deg(qA) = 2, dimC(A) > 4.(5.8)

Proof: [4, Theorem 4.4.17]. �

Actually, we have already shown in Theorem3.1 that HP ⊂ C(A). Thus, the centralizerC(A) contains
at least the real span ofHP ∪ P (A). Since all elements ofHP commute with all elements ofHR, and since
HR ∩ HP = ı1(R), the centralizerC(A) is different from (larger than) the set of polynomialsP (A). In order
to find whether other elements than those contained inHP belonging toC(A), we solveAX − XA = 0 for
X ∈ R

4×4.

LEMMA 5.8. LetC(A) be the centralizer ofA := ı1(a) for a ∈ H\R. Then,

B ∈ C(A) ⇔ B ∈ C(AT),

B ∈ C(A) ⇔ BT ∈ C(A).

In other words, the centralizers ofA andAT are the same and ifB belongs toC(A) then alsoBT belongs to
C(A) and v. v.

Proof: C(A) := {X : AX − XA = 0}. The matrixA has the property thatA + AT = 2ℜ(a)I, whereI is
the(4 × 4) identity matrix. InsertingA = 2ℜ(a)I− AT into the defining equation yields
(2ℜ(a)I − AT)X = X(2ℜ(a)I − AT) ⇔ ATX = XAT ⇔ AXT = XTA. �

In explicit terms, the systemAX − XA reduces to the linear system of 16 equations:

4
∑

l=1

(ajlxlk − alkxjl) = 0, j, k = 1, 2, 3, 4,(5.9)

where one has to identify the elements(ajk), j, k = 1, 2, 3, 4 by the elementsa1, a2, a3, a4 according to (3.3),
p. 3. At this stage it would have been possible to apply Kronecker’s product to find the equivalent system in 16
unknowns. See [4, Horn & Johnson, Chapter 4, Lemma 4.3.1]. In the(16×16)-matrixG corresponding
to (5.9) only the quantities±aj, j = 2, 3, 4 and the number zero occur. In order to reduce the typographical size
of G we putj instead ofaj and−j instead of−aj . We number the unknowns rather than by(xjk), row-wise1 by
x1, x2, . . . , x16 and denote the vector of the unknowns byx. Equation (5.9) takes then the final formGx = 0,
where

1According to Lemma5.8it does not matter whether we enumerate the elements ofX row-wise or column-wise.
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G :=(5.10)



















































0 −2 −3 −4 −2 0 0 0 −3 0 0 0 −4 0 0 0
2 0 0 0 0 −2 −3 −4 −4 0 0 0 3 0 0 0
3 0 0 0 4 0 0 0 0 −2 −3 −4 −2 0 0 0
4 0 0 0 −3 0 0 0 2 0 0 0 0 −2 −3 −4
2 0 −4 3 0 −2 0 0 0 −3 0 0 0 −4 0 0
0 2 0 0 2 0 −4 3 0 −4 0 0 0 3 0 0
0 3 0 0 0 4 0 0 2 0 −4 3 0 −2 0 0
0 4 0 0 0 −3 0 0 0 2 0 0 2 0 −4 3
3 4 0 −2 0 0 −2 0 0 0 −3 0 0 0 −4 0
0 0 2 0 3 4 0 −2 0 0 −4 0 0 0 3 0
0 0 3 0 0 0 4 0 3 4 0 −2 0 0 −2 0
0 0 4 0 0 0 −3 0 0 0 2 0 3 4 0 −2
4 −3 2 0 0 0 0 −2 0 0 0 −3 0 0 0 −4
0 0 0 2 4 −3 2 0 0 0 0 −4 0 0 0 3
0 0 0 3 0 0 0 4 4 −3 2 0 0 0 0 −2
0 0 0 4 0 0 0 −3 0 0 0 2 4 −3 2 0



















































.

Matrix G has the property thatG + GT = 0, which implies that the rank ofG is even. See [8, Theorem
1]. Some preliminary, numerical tests suggest that the matrix G has rank eight. We can obtain more precise
information.

LEMMA 5.9. Let J, K be vectors with positive, strictly increasing integer entries withmaxJ, K ≤ 16. By
GJ,K we denote the submatrixGj∈J,k∈K of G. Byµ : ν , µ ≤ ν we denote the integer vectorµ, µ + 1, . . . , ν. We
find that

D1 := detG1:8,1:8 = detG9:16,9:16(5.11)

= detG1:8,9:16 = detG9:16,1:8 = (a2
3 + a2

4)
4,

D2 := detG5:12,5:12 = detG5:12,1:4∪13:16(5.12)

= detG1:4∪13:16,5:12 = detG1:4∪13:16,1:4∪13:16 = (a2
2 + a2

3)
4,

andG5:12,5:12 is the only matrix in the classGj:j+7,k:k+7, j, k = 1, 2, . . . , 9 which attains the given determinant.
In addition, there is no submatrix in this class with determinant(a2

2 + a2
3 + a2

4)
4.

Proof: Since the(16×16) matrixG contains (at least) 160 zeros and 96 entries with±aj , j = 2, 3, 4 it is pos-
sible to compute the determinants of all given submatrices of G. Some assistance fromMAPLE is acknowledged.�

In order to show that the whole matrixG is of rank eight, there must be some dependencies between the
matrices mentioned in Lemma5.9.

LEMMA 5.10.Leta ∈ H\R. We consider the following two partitions ofG, whereG is defined in (5.10):

G =:

(

Gul Gur

Gll Glr

)

,(5.13)

G =:













G4 G3 G4

G2 G1 G2

G4 G3 G4













,(5.14)

whereGul = G1:8,1:8 (upper left),Gur = G1:8,9:16 (upper right),Gll = G9:16,1:8 (lower left),Glr = G9:16,9:16

(lower right), where we have used the notation for submatrices introduced in Lemma5.9. With the same notation
we haveG1 := G5:12,5:12, G2 := G5:12,1:4∪13:16, G3 := G1:4∪13:16,5:12, G4 := G1:4∪13:16,1:4∪13:16.
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(i) Let a2
3 + a2

4 > 0. Then, with

P :=























0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

−1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0























(5.15)

we have

(Gll Glr ) = (Gul Gur )P.(5.16)

(ii) Let a2
2 + a2

3 > 0. Then, with

Q :=























0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 −1 0























.(5.17)

we have

(G3 G4 ) = (G1 G2 )Q.(5.18)

Both matricesP andQ are essentially permutation matrices, with the additionalproperty thatP+PT = 0, which
implies thatP−1 = −P and thus,P2 = −I and the same forQ.

Proof: Sincea 6∈ R (at least) one of the cases (i) or (ii) applies. The mentionedproperties ofP,Q are obvious.
The application ofP in the formBP = C (with arbitraryB,C ∈ R

8×8) has the following effect: Put
P =: (Pjk), j, k = 1, 2, . . . , 8. If

Pjk =

{

1 then, columnj of B becomes columnk of C,
−1 then, columnj of B becomes after multiplication by−1

columnk of C.

Using this rule, one can verify (5.16) and (5.18). �

LEMMA 5.11.Leta ∈ H\R andG ∈ R
16×16 be defined as in (5.10). Then,rankG = 8 and the solutions of

the homogeneous equationGx = 0 are:
(i) If a2

3 + a2
4 > 0 the solutions of

Gulx1 + Gurx2 = 0,(5.19)

and we can find all solutions by selectingx2 := (x9, x10, . . . , x16)
T arbitrarily and solve (5.19) for x1 :=

(x1, x2, . . . , x8)
T or vice versa.

(ii) If a2
2 + a2

3 > 0 the solutions of

G1y1 + G2y2 = 0,(5.20)

and we can find all solutions by selectingy2 := (x1, . . . , x4, x13, . . . , x16)
T arbitrarily and solve (5.20) for

y1 := (x5, x6, . . . , x12)
T or vice versa. The final solution is thenx = (x1, x2, . . . , x16)

T. The four submatrices
employed are defined in (5.13), (5.14). �

Proof: (i) Let a2
3 + a2

4 > 0. Then by Lemma5.9all four submatricesGul,Gur,Gll,Glr are non singular and
thusrankG ≥ 8. By (5.16) the lower half ofG depends linearly on the upper half, thereforerankG = 8 and the
solution can be found by using only the upper eight equations. (ii) Let a2

2 + a2
3 > 0. Then by Lemma5.9all four

submatricesG1,G2,G3,G4 are non singular and thusrankG ≥ 8. By (5.18) the middle part (rows 5 to 12) of
G depends linearly on the remaining part, thusrankG = 8 and solvingGx = 0, reduces to the given equation.�
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It should be noted that the(8 × 16) matrix (Gul,Gur) has exactly one additional partition into two(8 × 8)
matrices such that the determinants of these matrices are also(a2

3+a2
4)

4. For this case we have to select the columns
1, 2, 5, 6, 9, 10,
13, 14 for one matrix and the columns3, 4, 7, 8, 11, 12, 15, 16 for the other matrix.

THEOREM 5.12.Leta ∈ H\R be given andA := ı1(a), where ı1(a) is defined in (3.3), p. 3. The centralizer
of A is

C(A) :=











X ∈ R
4×4 : X :=







x1(1 : 4)
x1(5 : 8)
x2(1 : 4)
x2(5 : 8)

















(5.21)

wherex = (x1, x2, . . . , x16)
T is defined in Lemma5.11, and

dimC(A) = 8.(5.22)

Proof:. The centralizer is the null space ofAX−XA and this has dimension eight according to Lemma5.11. �

If we choosex1 according to the first two columns (rows) of ı2(b), p. 3, with an arbitraryb ∈ H, then, the
formula forx2 furnishes the last two columns (rows) of ı2(b). This is another proof of (3.5) in Theorem3.1, p. 3.
If we compare Theorems5.12and5.3we see, thatC(A) := C(ı1(a)) is considerably larger than ı1(C(a)). In the
next theorem we show how to construct a basis for the centralizerC(A).

THEOREM 5.13.Leta = (a1, a2, a3, a4) ∈ H\R be given. Define

A := a2a4; B := a2a3; C := a2
3; D := a3a4; E := a2

4; F := a2
2.

Letd1 := a2
3 + a2

4 > 0. Then, the following eight matricesI1, I2, . . . , I8 define a basis forC(A):

I1 :=







d1 0 A −B
0 0 B A
0 0 C D
0 0 D E






, I2 :=







0 0 −B −A
d1 0 A −B
0 0 D E
0 0 −C −D






,

I3 :=







0 0 −C −D
0 0 −D −E

d1 0 A −B
0 0 B A






, I4 :=







0 0 −D −E
0 0 C D
0 0 −B −A

d1 0 A −B






,

I5 :=







0 d1 −B −A
0 0 A −B
0 0 D −C
0 0 E −D






, I6 :=







0 0 −A B
0 d1 −B −A
0 0 E −D
0 0 −D C






,

I7 :=







0 0 −D C
0 0 −E D
0 d1 −B −A
0 0 A −B






, I8 :=







0 0 −E D
0 0 D −C
0 0 −A B
0 d1 −B −A






.

Letd2 := a2
2 + a2

3 > 0. Then the following eight matricesJ1, J2, . . . , J8 define a basis forC(A):

J1 :=







−D d2 0 A
−F 0 0 −B
−B 0 0 −C
−A 0 0 −D






, J2 :=







F 0 0 B
−D d2 0 A
−A 0 0 −D
B 0 0 C






,

J3 :=







B 0 0 C
A 0 0 D

−D d2 0 A
−F 0 0 −B






, J4 :=







A 0 0 D
−B 0 0 −C
F 0 0 B
−D d2 0 A






,

J5 :=







A 0 d2 D
−B 0 0 F
−C 0 0 B
−D 0 0 A






, J6 :=







B 0 0 −F
A 0 d2 D

−D 0 0 A
C 0 0 −B






,
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J7 :=







C 0 0 −B
D 0 0 −A
A 0 d2 D

−B 0 0 F






, J8 :=







D 0 0 −A
−C 0 0 B
B 0 0 −F
A 0 d2 D






.

Proof: If we putI1 to I8 row-wise into one8×16 matrix and the same withJ1 to J8, we see that these two matrices
have rank eight because they both contain a multiple of the(8 × 8) identity matrix. Thus, the basis elements are
linearly independent. �

The entries A to F in the above 16 basis elements will be integer, if
a ∈ H has integer components. This is the reason why the entriesd1, d2 (instead of 1) were chosen. Note
that all basis elements are neither quaternions nor pseudo quaternions. Note also, that ı2(a) does not commute
with the above defined basis elements which implies that the centralizersC(ı1(a)) andC(ı2(a)) are different.

EXAMPLE 5.14. LetA := ı1(a) be given, wherea /∈ R. SinceA ∈ C(A) there must be a representation of
A with respect to the given basis elements. Let as befored1 := a2

3 + a2
4, d2 := a2

2 + a2
3. The representation is (in

the first cased1 > 0, in the second cased2 > 0) given by

A =

{(

a1I1 + a2I2 + a3I3 + a4I4 − a2I5 + a1I6 + a4I7 − a3I8

)

/d1,
(

− a2J1 + a1J2 + a4J3 − a3J4 − a3J5 − a4J6 + a1J7 + a2J8

)

/d2.

Let a ∈ R. ThenA := ı1(a) is a multiple of the identity matrix and thus, in this caseC(A) = R
4×4 and the above

representation is not valid.

EXAMPLE 5.15. The centralizerC(A) has the property thatB ∈ C(A) implies BT ∈ C(A). See
Lemma5.8. Let a representationB =

∑8
j=1 αjIj for d1 > 0 or B :=

∑8
j=1 βjJj for d2 > 0 be given.

One might be interested in finding the corresponding representation forBT. What is needed is a representation
IT
k =

∑8
j=1 γ

(k)
j Ij for d1 > 0 andJT

k =
∑8

j=1 δ
(k)
j Jj for d2 > 0. Both equations can be reduced to the linear

(8 × 8) systems

BIγ(k) = rI(k), BJ δ(k) = rJ(k),

where the two matricesBI, BJ and the 16 right hand sides are defined as follows:

BI(2(m − 1) + n, k) := Ik(n, m); m = 1, 2, 3, 4; n = 1, 2,

BJ(2(m − 1) + n − 1, k) := Jk(n, m); m = 1, 2, 3, 4; n = 2, 3, k = 1, 2, . . . , 8;

rI(k)(2(m − 1) + n) := Ik(m, n); m = 1, 2, 3, 4; n = 1, 2,

rJ(k)(2(m − 1) + n − 1) := Jk(m, n); m = 1, 2, 3, 4; n = 2, 3, k = 1, 2, . . . , 8.

If we put all eight solutions column-wise in one matrixγ for d1 > 0 andδ for d2 > 0 we find thatγd1 =
ΠBI, δd2 = ΠBJ whereΠ is the same permutation matrix in all cases which has the following effect: Row
1 and 8 ofBI and ofBJ are unchanged, otherwise make the following permutations:Row 2 → 5, row 3 → 2,
row 4 → 6, row 5 → 3, row 6 → 7, row 7 → 4. Then, the wanted solutions are in columns 1 to 8. Let us
return to our original problem of finding a representation for BT, when a representation forB is given. LetBT =
∑8

j=1 αnew
j Ij for d1 > 0, BT :=

∑8
j=1 βnew

j Jj for d2 > 0. Then,αnew = ΠBIα/d1, βnew = ΠBJβ/d2.

6. The general equation.We now turn to the general equation (3.23), p.5:

λ3(x) := ax + bxc + xd = e, a, b, c, d, e ∈ H.

It is not quite obvious how to find an explicit solution to thisequation in terms of quaternions and to find conditions
under which a unique solution exists. The casesad = 0 or bc = 0 reduce the above equation immediately to
Sylvester’s equation. Thus, we may assume thatad 6= 0 andbc 6= 0.

It would be sufficient to reduceλ3 to one form of Sylvester’s mapping. either in the original form (3.22)
λ2(x) = e or an equivalent formΛ2(x) = E, defined in (4.30). But this seems to be impossible. Sylvester’s
equation was solved by applying the composite mappingµ ◦ λ2 whereµ was essentially the inverse mapping of
λ2. See proof of Theorem4.1. However, we can not hope to guess the inverse ofλ3.

LEMMA 6.1. Letb, c, b′, c′ ∈ H\R be given. Assume that it is possible to findb′′, c′′ ∈ H such that

Λ2(x) := bxc + b′xc′ = b′′xc′′ for all x ∈ H.(6.1)
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Then, eitherb andb′ are real multiples ofb′′, or c andc′ are real multiples ofc′′.
Proof: Multiply from the right byc′′−1, then, the right hand sideb′′x is linear with respect to multiplication

from the right, butΛ2(x)c′′−1 = bxcc′′−1 + b′xc′c′′−1 would be linear in this sense only if bothcc′′−1, c′c′′−1

would be real. By multiplication withb′′−1 from the left we would obtain thatb′′−1b andb′′−1b′ must both be real.
�

COROLLARY 6.2. Let b, c, b′, c′ ∈ H\R and assume that bothb, b′ are not real multiples of the same quater-
nion and that alsoc, c′ are not real multiples of the same but possibly another quaternion. Then, an equation of
the form (6.1) is impossible.

Proof: Apply the previous lemma. �

Because of the previous results, we will first develop a method which guarantees a unique solution under a
certain condition and which also includes an algorithm to approximate this solution. The tool is Banach’s fixed
point theorem.

6.1. Application of Banach’s fixed point theorem. We repeat Banach’s fixed point thoerem for complete-
ness in a form which fits to our situation.

THEOREM 6.3. (Banach, 1932) Let(X, ‖ ‖) be a real Banach space and letf : X → X be a contractive
mapping, i. e. there is a constantκ < 1 such that

||f(x) − f(y)|| ≤ κ||x − y|| for all x, y ∈ X.(6.2)

Thenf has a unique fixed pointξ defined byξ := f(ξ), and this fixed point can be approximated by the sequence

xj+1 = f(xj); j = 0, 1, . . . , x0 arbitrary(6.3)

and there is the following error estimate which also shows the convergence speed:

||xj − ξ|| ≤ κj

1 − κ
||x1 − x0||, j ≥ 1.(6.4)

Proof: [1, Banach]. �

As we see, this theorem guarantees existence, uniqueness ofa fixed point, and it contains a method to approx-
imate that fixed point and also gives an error estimate for theapproximate solution. We apply this theorem to the
mapping

f : H → H, f(x) := b−1(e − ax − xd)c−1, bc 6= 0,(6.5)

wheref(x) = x is equivalent to the original equationl(x) := ax + bxc + xd = e. The mapping defined byf has
the property that

|f(x) − f(y)| ≤ κ|x − y|, κ := (|a| + |d|)/(|b||c|).(6.6)

Thus, Banach’s fixed point theorem can be applied ifκ < 1. There is the following simple application.

COROLLARY 6.4. Let |a| ≤ k, |d| ≤ k, |b| ≥ k, |c| ≥ k for some positive constantk and otherwise arbitrary
quaternionsa, b, c, d. Then,λ3(x) := ax + bxc + xd is non singular ifk > 2. This conclusion is in general not
true if k = 2.

Proof: In this case we haveκ := (|a|+ |d|)/(|b||c|) ≤ 2k/k2 = 2/k < 1 and Banach’s fixed point theorem is
applicable. In order to show thatk = 2 does not necessarily yield non singular mappings we choose all components
of a, b, c, d to be±1, which impliesk = |a| = |b| = |c| = |d| = 2. There are216 such cases and a computer search
reveals that 2560 of these cases are singular. Two of these cases are

a := ( 1, 1, 1, 1), b := ( 1, 1, 1,−1),
c := (−1, 1, 1, 1), d := ( 1, 1,−1,−1),

a := ( 1, 1,−1,−1), b := ( 1, 1,−1, 1),
c := (−1,−1,−1, 1), d := ( 1, 1,−1,−1).

�
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EXAMPLE 6.5. Define the following quantities:

a := (1,−1, 1, 1), b := (0, 1, 2, 3),

c := (−1, 1,−1,−1), d := (1, 1, 1, 1),

e := (16,−8, 8, 4), x := (1, 2, 2, 1). Then,

λ3(x) := ax + bxc + xd = e.(6.7)

For the data of Example6.5 we haveκ ≈ 0.5345. If we start withx0 = 0, the iteratex33 differs from the
solutionξ := x by at most2 · 10−14 in each component and the error estimate (6.4) yields

|x33 − ξ| ≤ 2.2645 · 10−9|x1 − x0| = 6.0522 · 10−9.

Now, the conditionκ < 1 may not be valid. Then a common trick is to iterate the inversemapping of (6.3),
i. e. we switchj andj + 1. In our case we obtainxj := b−1(e − axj+1 − xj+1d)c−1, which is equivalent to
axj+1 + xj+1d = e − bxjc, j = 0, 1, . . . , x0 arbitrary. Thus, in each step Sylvester’s equation has to be
solved. In the present case two new fixed point equations evolve by applying the solution formulas (4.1), (4.2),
namely

Fl(x) := f−1
l

(

e − bxc + a−1(e − bxc)d
)

,(6.8)

Fr(x) :=
(

e − bxc + a(e − bxc)d−1
)

f−1
r ,(6.9)

wherefl, fr were already defined in (4.1), (4.2). Since the two formulas (4.1), (4.2) define the samex, we have
Fl(x) = Fr(x) for all x. We find

|Fl(x) − Fl(y)| ≤ κl|x − y|, |Fr(x) − Fr(y)| ≤ κr|x − y|,

where

κl :=
|b||c|(1 + |a−1||d|)

|fl|
=

|b||c|(1 + |d−1||a|)
|fr|

=: κr.(6.10)

The middle identity follows from (4.40) of Lemma4.11. Let us put

κ̃ := κl = κr.

Thus, Banach’s fixed point theorem can be applied to the (identical) functionsFl, Fr defined in (6.8), (6.9) if κ̃ < 1.
Let us use Example6.5again. Then we find̃κ ≈ 3.7417 and we cannot apply Banach’s fixed point theorem. This
is no surprise, since the formerκ is κ ≈ 0.5345 and Banach’s theorem works for (6.5).

Corollary6.4can be given the following qualitative form. Fix|a|+ |d|. Then, sufficiently large|b||c| guarantee
thatλ3 is non singular. The opposite is true as well.

COROLLARY 6.6. Fix a, d ∈ H\R. Then, a sufficiently small product|b||c| guarantees the non singularity of
λ3.

Proof: The conditionκl < 1 (see (6.10)) can be written as|b||c|(|a| + |d|) < |a| |fl|. Now, a look at the
definition (4.1) shows that|fl| depends only ona, d. �

We summarize our results.
THEOREM 6.7. Let a, b, c, d ∈ H\R andλ3(x) := ax + bxc + xd. Defineκ by (6.6) and κ̃ := κl = κr

by (6.10). If κ < 1 or if κ̃ < 1 thenλ3 is non singular. Ifκ < 1 the unique solution ofλ3(x) = e can be
approximated by formingxj+1 = f(xj), j = 0, 1, . . . , x0 arbitrary, wheref is defined in (6.5) and an error
estimate can be found in (6.4). If κ̃ < 1, then the corresponding functions to be used for iteration are eitherFl or
Fr defined in (6.8), (6.9) and for the error estimate (6.4) is again applied. For the product we haveκκ̃ ≥ 1 and it
depends only ona andd.

Proof: Apart fromκκ̃ ≥ 1 everything has been shown already. Now,

κκ̃ =
|a| + |d|
|b||c|

|b||c|(1 + |a−1||d|)
|fl|

=
(|a| + |d|)2

|a||fl|
.

Since|a||fl| = |2aℜd + a2 + |d|2| ≤ 2|a||ℜd| + |a|2 + |d|2 ≤ (|a| + |d|)2 (because of|ℜd| ≤ |d|) the proof is
complete. �
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FIGURE 6.8. Values ofκ andκ̃ for Example6.5with d = λ(1, 1, 1, 1), λ ∈ [1, 6]

We have developed two fixed point equations with two different contraction constants,κ, κ̃ for the same fixed
point. It would be very favorable if at least one of the two contraction constants would be less than one. But this
is not the case. We take the given example (p.19) and varyd in the formλd with positiveλ. The result is shown
in Figure6.8. The ascending, straight line representsκ as a function overλ, the other, curved line representsκ̃
overλ. For λ < λ0 ≈ 2.74 we haveκ < 1, for λ > λ1 ≈ 4.14 we haveκ̃ < 1, but forλ ∈ [λ0, λ1] we have
κ ≥ 1, κ̃ ≥ 1. Thus, there is no hope that all equations of the considered type (3.23) can be solved by Banach’s
fixed point theorem. In addition,κκ̃ ≥ 1 implies, that it is impossible that simultaneouslyκ < 1 andκ̃ < 1.

7. Some further problems and observations.We mention some problems in connection with the general
form of the linear mappingλm. If we look at Theorem4.8then it appears likely that this theorem is only a sample
of a more general theorem.

CONJECTURE 7.1. Let λm be defined as in (3.1), p. 2 and letλm be non singular. Then there are2m
quaternionsb′j , c

′
j , j = 1, 2, . . . , m such that the inverse ofλm has the representation

λ−1
m (x) :=

m
∑

j=1

b′jxc′j ,

and the inverse of the matrixM, defined in (3.19), can be written as

M−1 :=
m

∑

j=1

ı1(b
′
j)ı2(c

′
j),

where the mappings ı1, ı2 are defined in the beginning, p.3, by (3.3), (3.4).
It is clear that the two statements in the above conjecture are equivalent.
Sinceλm is defined by2m quaternions one might ask whether interpolation problemsλm(xk) = yk, k =

1, 2, . . . , 2m with arbitrary quaternionsyk and pairwise distinct quaternionsxk have a solution.
Another, connected question is the following: Givenλm, can one recover the defining2m constants by func-

tion evaluations with arbitrary, but finitely many samples.Let us treat two simple examples.
The first example is Sylvester’s equationλ2(x) = ax + xd where none of the two constantsa, d is real. The
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interpolation problem for two points has the form
{

xa + ay = A,
xb + by = B,

(7.1)

wherea, b ∈ H\{0} anda 6= b, andA, B arbitrary. We have changed the notation, named the unknownsa, b
now x, y and the two points which replace the formerx by a, b. If we apply the former matrix technique, this is
equivalent to the(8 × 8) matrix equation

(

Ã A

B̃ B

) (

x

y

)

=

(

A
B

)

,(7.2)

whereA := ı1(a), Ã := ı2(a),B := ı1(b), B̃ := ı2(b). However, this matrix does not have full rank. The first and
the fifth column are the same. Actually, the rank is even 6, thus, the interpolation problem has solutions only for
very specifically chosenA, B.

As a second example let us takeλ1(x) := bxc. The interpolation problem for two points with the same change
of notation as above reads

{

xay = A,
xby = B.

(7.3)

This is a non linear equation which in matrix terms reads

XỸa = A, XỸb = B, X := ı1(x), Ỹ := ı2(y).

This problem will in general have no solution.
Now let us treat the recovery problem. We computepj := λ2(�ej) = a�ej + �ejd, j = 1, 2, 3, 4. If we have a

look at formulas (3.3), (3.4), we deduce from the first three samples that we can recover the last three components
of a and ofd. But all four samples are not enough to recover the real part of a andd. We only find its sum.

The recovery problem also suffers from the non linearity in the coefficients. If we computeqj := λ1(�ej) =
b�ejc we obtain sums of products which are, however, not sufficientto find the coefficientsb, c.

8. Appendix 1: The centralizer of Ã:= ı2(a). The same techniques which were used to determine the
centralizerC(A) of A := ı1(a) (Theorem5.13) can be used for determining the centralizerC(Ã) of Ã := ı2(a).
See (3.4) on p.3 for ı2 and Definition5.1on p.11 for centralizer.

THEOREM 8.1. Leta = (a1, a2, a3, a4) ∈ H\R be given. Define

d1 := a2
3 + a2

4, d2 := a2
2 + a2

3,

A := a2a4, B := a2a3, C := a2
3, D := a3a4, E := a2

4, F := a2
2.

The centralizerC(ı2(a)) has dimension eight and a basis is given below. Ifa has integer entries, than all given
basis elements have also integer entries.

Case 1:d1 > 0:

Ĩ1 :=







d1 0 −A B
0 0 B A
0 0 C D
0 0 D E






, Ĩ2 :=







0 0 −B −A
d1 0 −A B
0 0 −D −E
0 0 C D






,

Ĩ3 :=







0 0 −C −D
0 0 D E

d1 0 −A B
0 0 −B −A






, Ĩ4 :=







0 0 −D −E
0 0 −C −D
0 0 B A

d1 0 −A B






,

Ĩ5 :=







0 d1 −B −A
0 0 −A B
0 0 −D C
0 0 −E D






, Ĩ6 :=







0 0 A −B
0 d1 −B −A
0 0 E −D
0 0 −D C






,

Ĩ7 :=







0 0 D −C
0 0 −E D
0 d1 −B −A
0 0 A −B






, Ĩ8 :=







0 0 E −D
0 0 D −C
0 0 −A B
0 d1 −B −A






.
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Case 2:d2 > 0:

J̃1 :=







D d2 0 A
−F 0 0 B
−B 0 0 C
−A 0 0 D






, J̃2 :=







F 0 0 −B
D d2 0 A
A 0 0 −D

−B 0 0 C






,

J̃3 :=







B 0 0 −C
−A 0 0 D

D d2 0 A
F 0 0 −B






, J̃4 :=







A 0 0 −D
B 0 0 −C

−F 0 0 B
D d2 0 A






,

J̃5 :=







−A 0 d2 D
−B 0 0 −F
−C 0 0 −B
−D 0 0 −A






, J̃6 :=







B 0 0 F
−A 0 d2 D
D 0 0 A

−C 0 0 −B






,

J̃7 :=







C 0 0 B
−D 0 0 −A
−A 0 d2 D

B 0 0 F






, J̃8 :=







D 0 0 A
C 0 0 B

−B 0 0 −F
−A 0 d2 D






.

9. Appendix 2: A list of singular cases forλ3(x) := ax + bxc + xd. According to Theorem3.3, for-
mula (3.19) λ3(x) has the matrix equivalent

λ3(x) = (ı1(a) + ı1(b)ı2(c) + ı2(d))x =: Mx.

We list some cases where the matrixM is singular. We found these examples by searching random quaternions
a, b, c, d with integer entries uniformly distributed in[−10, 10]. There was about one example in106 cases. We
used the random number generatorrand of matlab version7.2.0.283.

1. a = (−9, 4, 10,−2), b = (−2,−2,−2, 1), c = (0,−3,−2, 1), d = (0, 2, 3, 4);
2. a = (4, 7, 10, 9), b = (−2, 2,−3, 5), c = (1, 0, 0,−2), d = (2, 3, 8, 5);
3. a = (−7, 3,−10,−3), b = (1, 2, 1,−7), c = (1, 0, 1,−2), d = (−6, 2,−4,−7);
4. a = (4, 6, 1, 2), b = −(1, 1, 1, 1), c = (−1,−1, 3, 2), d = (−5,−7,−4, 3);
5. a = (−3,−2,−3, 10), b = (−3, 1,−4,−3), c = (2, 0, 1,−2), d = (0, 8, 3,−8);
6. a = −(6, 8, 8, 3), b = (−2,−1, 1,−1), c = −(3, 2, 4, 3), d = (−7,−4, 1,−3);
7. a = (−8, 2, 5,−9), b = (5,−2,−2,−4), c = (1,−1, 2, 2), d = (−7, 5,−7, 7);
8. a = (8,−6, 7,−10), b = (−3,−4, 1, 3), c = (0, 2, 3,−2), d = (7, 5, 8, 0);
9. a = (2, 4,−2, 3), b = (−4,−3, 0, 3), c = (1, 0, 3, 0), d = (5, 7, 9,−4);

10. a = (10, 9, 6, 5), b = (−2, 2, 2,−2), c = (0, 0, 1, 5), d = (2,−3, 6,−1);
11. a = (−6, 7,−5,−4), b = (5, 1,−6, 5), c = (0, 0, 1,−1), d = (−1, 4,−5, 8);
12. a = (8, 2, 1,−9), b = (3,−4,−7, 2), c = (0, 1, 0, 2), d = (2,−1,−8,−5);
13. a = (7, 0, 5, 0), b = (−5,−2,−1, 3), c = (0, 1,−1, 0), d = (−10, 4,−5,−1);
14. a = (4, 4, 5,−6), b = (0, 0,−1, 1), c = (7, 4,−2, 6), d = (4, 0, 6, 3);
15. a = (0, 6, 4,−3), b = (0, 3,−2, 0), c = (1,−1,−1, 4), d = (−10, 1,−8, 1);
16. a = (−5,−4,−5, 5), b = (−1, 10,−1, 0), c = (1,−1,−1, 1), d = −(5, 5, 8, 3).

In the non singular cases, the determinant is usually large.But within the many investigated cases we found
one case where the determinant is equal to one. This is

a = (6,−3,−4,−7), b = (−4, 4,−1, 5), c = (1,−1,−2,−1), d = (7,−4,−9, 7).
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