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Abstract. MacLane homology of a ringR is the Hochschild homology of the so called cubical
constructionQ∗(R), which is a chain-algebra. If we take a commutative ringR, the Dixmier
product onQ∗(R) is no longer commutative. The main result of this paper is that it is commutative
up to higher homotopies, i.e. that it is anE∞-algebra. TheE∞-operad which acts onQ∗(R) is
constructed by using the analogue of theQ∗-complex in the context of finite sets. For the precise
notation of an operad action on these complexes the definition of anE∞-monoidal functor is
introduced.

1 Introduction

MacLane (co)homology of a ringR with coefficients in anR-bimoduleM can be
defined as the Hochschild (co)homology of the differential graded ringQ∗(R)
with coefficients inM:

HML∗(R,M) := H∗(Q∗(R),M)
HML∗(R,M) := H ∗(Q∗(R),M)

We will recall the definition ofQ∗(R)below, but first we want to mention some of
the remarkable properties of this (co)homology: The second MacLane cohomol-
ogyHML2(R,M) classifies arbitrary extensions ofR by the bimoduleM, unlike
the second Hochschild cohomology which classifies only split-extensions. If the
ring contains the rational numbers then Hochschild-theory and MacLane-theory
coincide. MacLane homology is isomorphic to stable K-theoryKs∗ introduced
by Waldhausen and to topological Hochschild homologyTHH∗. For proves of
these statements see [P-W] and [D-McC].

For an arbitrary ringR the Dixmier product on the Eilenberg-MacLane cubi-
cal construction givesQ∗(R) the structure of a ring. Let us recall that Hochschild
homology of commutative algebras has a very rich structure with products and
λ-operations (see [L] sections 4.2 and 4.5). As MacLane homology is a special
case of Hochschild homology it would be nice to have similar structures for it.
But unfortunately a commutative ringR will not lead to a commutative product
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in Q∗(R). The main goal of this paper is to show thatQ∗(R) is equipped with
the structure of anE∞-algebra.

ThisE∞-structure onQ∗(R) will give operations not only onHML∗(R) ∼=
H∗(Q∗(R), R) which are essentially known, becauseHML∗(R) ∼= THH∗(R)
and it is well-known thatTHH(R) is anE∞-ring spectrum forR commutative,
but we hope to get additional homology operations on the Hochschild homology
of Q∗(R) with coefficients in itselfH∗(Q∗(R),Q∗(R)) which arises naturally
from the algebraic point of view, but has so far no counterpart in topology.

Before we will construct anE∞-structure forQ∗(R), we will introduce the
notion of anE∞-monoidal functor which describes an action of anE∞-operad
on the images of a functor between symmetric monoidal abelian categories.
Instead of directly constructing anE∞-operad that acts onQ∗(R) we show that
the analogue of theQ-constructionSQ∗ in the set context is anE∞-monoidal
functor. The transfer of this structure toQ∗ is done by using left Kan extensions.
Finally we extend our results from associative and commutative algebras toA∞-
andE∞-algebras. Applying the same methods as for proving thatQ∗ is anE∞-
monoidal functor yields an easy proof that the chain complex functorC∗ from
the category of simplicial abelian groups to the category of chain complexes is
anE∞-comonoidal functor.

The fact thatQ∗(R) is anE∞-algebra for every commutative ring leads to
new operations in MacLane homology. We will investigate these implications in
a different paper.

2 Eilenberg-MacLane’s cubical construction

Let us now recall the definition of the cubical construction. For a comprehensive
overview see [MLa], [L] chapter 13, [J-P] and [F-P-S-V-W].

Given an abelian groupA the Eilenberg-MacLane cubical construction as-
signs a chain complexQ∗(A) to this group in a functorial way.This chain complex
Q∗(A) is a quotient of an auxiliary complexQ′∗(A)which in turn is defined as the
free abelian group generated by all maps from the vertices of ann-dimensional
unit-cubeCn toA:

Q′
∗(A) := Z [A [Cn]]

Let (ε1, . . . , εn) with εi ∈ {0,1} denote a vertex of then-cube forn > 0 and let
() denote the single element ofC0. Define two cubical face maps

0i ,1i : Cn −→ Cn+1

for 1 ≤ i ≤ n+ 1 in the following manner:

0i(ε1, . . . , εn) = (ε1, . . . , εi−1,0, εi, . . . , εn)
1i(ε1, . . . , εn) = (ε1, . . . , εi−1,1, εi, . . . , εn)
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Define for 1≤ i ≤ n the maps

R′
i , S

′
i , P

′
i : A [Cn] −→ A

[
Cn−1

]
as follows:

(R′
if )(e) := f (0ie), (S ′

if )(e) := f (1ie), (P ′
i f )(e) := f (0ie)+ f (1ie)

Let Pi, Si, Ri denote the linearizations of these maps fromQ′
n(A) toQ′

n−1(A).
With the help of these maps we can define the boundary map forQ′∗

δ :=
n∑
i=1

(−1)i(Pi − Ri − Si)

As δ2 = 0,Q′∗(A) is a chain complex.
NowQ∗(A) is obtained fromQ′∗(A) by a normalization. We divide out all

maps fromCn toA, which are zero on one face of the cube, i.e. mapsf : Cn −→
A with f (0ie) = 0 or f (1ie) = 0 ∀e ∈ Cn−1 andf () = 0 for n = 0. Let
N∗(A) denote all elements in the subgroup generated by such maps. Then

Q∗(A) := Q′
∗(A)/N∗(A)

Since the boundary is well-defined on the quotient, this defines a chain complex
as well.

The homology of this complex is isomorphic to the stable homology of
Eilenberg-MacLane spaces (see [P])

Hn(Q∗(A)) ∼= Hn+k(K(A, k)) ∀k ≥ n

For two abelian groupsA andB one can define theDixmier productof Q∗(A)
with Q∗(B)

Q∗(A)⊗Q∗(B) −→ Q∗(A⊗ B)

For two generators ofQ′∗ f ∈ A [Cn] andg ∈ B [Cm] the product is given by

(fg)(ε1, . . . , εn+m) := f (ε1, . . . , εn)⊗ g(εn+1, . . . , εn+m)

Obviously this product is well-defined on the normalizationQ∗.

If R is a ring, the Dixmier product equipsQ∗(R)with the structure of a differential
graded ring. IfM is anR-module thenQ∗(M) is aQ∗(R)-module by extending
the Dixmier product with the module action

Q∗(R)⊗Q∗(M) −→ Q∗(R ⊗M) −→ Q∗(M)

In addition we have an augmentation map

ε : Q∗(A) −→ A
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for any abelian groupA. OnCn with n > 0, ε is zero and onC0 it just evaluates
the function on()

ε(f ) = f ()

This map providesM with the structure of aQ∗(R)-module.

3 E∞-monoidal functors

The aim of this section is to introduce a reasonable notion of anE∞-monoidal
functor between monoidal categories. Since operads in our context consist of
chain complexes of abelian groups, we should have an action of the category
Ch(Ab) of chain complexes of abelian groups on our monoidal category.

The categoryCh(Ab) is a symmetric monoidal category with the usual tensor
product of complexes, i.e. the tensor product is associative, unital and commu-
tative up to coherent isomorphisms (see for instance [MLb], chapter VII,1). Let
B denote an abelian category which is enriched overCh(Ab) and is in addition
tensored and cotensored overCh(Ab) (see [Du] p. xiii for the terminology). We
recall that this means that for all objectsX, Y,Z ∈ B there is a chain complex
HomB(X, Y ) and a chain map

HomB(Y,Z)⊗ HomB(X, Y ) −→ HomB(X,Z)
and for everyX there is an element in(HomB(X,X))0 called the unit. AsB is
tensored and cotensored overCh(Ab), we haveA∗ ⊗ X andhom(A∗, X) ∈ B
for every chain complexA∗ and every object inB. These two constructions have
to satisfy some natural conditions ([Du] pp.18-22).

We will abbreviate the phrase "abelian category which is enriched, tensored
and cotensored overCh(Ab)" just by "Ch(Ab)-category”. Let(B,2) be a sym-
metric monoidal abelian category which is aCh(Ab)-category.

Definition 3.1 The action ofCh(Ab) onB is said to becompatibleif it fits to
the monoidal structure inB, i.e. if there are natural isomorphisms

A∗ ⊗ (X2Y ) ∼= (A∗ ⊗X)2Y

which are compatible with the monoidal structure inCh(Ab) andB.

Now let (A,4) and(B,2) denote two symmetric monoidal categories.

Definition 3.2 A functorT : A −→ B is a lax monoidal functorif there are
natural maps

T (A1)2T (A2) −→ T (A14A2)
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which satisfy the usual associativity and unit coherence conditions (see [T] Sect. 1
and the references therein).

If a functorF : A −→ B is equipped with natural maps

F(A14A2) −→ F(A1)2F(A2)

having the dual properties, thenF is called alax comomoidal functor.

Remark.A lax monoidal functor sends a monoid inA to a monoid inB and the
image of a comonoid under a lax comonoidal functor is again a comonoid. If both
categories are symmetric monoidal then the image of a commutative (co)monoid
under a lax (co)monoidal functor is not commutative in general. Commutativity
is preserved if one assumes that the functor is in addition symmetric, that means
that the following diagramm commutes for all objects inA:

T (A1)2T (A2) −→ T (A14A2)

↓ ↓
T (A2)2T (A1) −→ T (A24A1)

We will deal with two functors which are not symmetric, but which satisfy an
E∞-condition.

Definition 3.3 LetAandB denote two Ch(Ab)-categories. A functorT : A −→
B is aCh(Ab)-functorif there are natural isomorphisms

ζC,X : C∗ ⊗ T (X) ∼= T (C∗ ⊗X) ∀C∗ ∈ Ch(Ab) ∀X ∈ A.
satisfying the natural conditions concerning the symmetric monoidal structure
in Ch(Ab).

We will use the standard notations and results concerning operads, as they can be
found for instance in [K-M], part I. According to their terminology we will use
the term "operad" for an operad with an action of the symmetric group. Operads
without such an action are called non-Σ-operads. We call an operadP anE∞-
operad if it is weakly equivalent to the operad of commutative algebras via an
augmentation map and if it isΣ-free i.e.Pn is free over the group algebraZ[Σn].
Remark.In the following part of the paper a lot of diagrams occur in which we
should set parentheses, because our monoidal category is not supposed to be
strict. But as every symmetric monoidal category is equivalent to a strict one
(see [MLb], XI, 3), we will not set any parentheses.

Definition 3.4 Let (A,4) and (B,2) be two symmetric monoidal categories,
and letB be in addition abelian with a compatible Ch(Ab)-action. A functorT :
A−→ B is said to be anE∞-monoidal functor, if there exists anE∞-operadO
in Ch(Ab) with the following property:
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There are natural maps

O(n)⊗ (T (A1)2 . . .2 T (An)) −→ T (A14 . . .4An)
which satisfy the identities of an operad action on an algebra (Compare [K-M],
p.14), namely

1) The unit element in the operad acts in a compatible way:

O(1)⊗ T (A)

Z ⊗ T (A) ∼= T (A)

? 






�

2) The action of the operad is equivariant:

O(n)⊗ (T (A1)2 · · · 2 T (An))

O(n)⊗
(
T
(
Aσ−1(1)

)
2 · · · 2T

(
Aσ−1(n)

))

T (A14 . . .4An)

T
(
Aσ−1(1)4 . . .4Aσ−1(n)

)

-

-

6 6
σ−1 ⊗ σ σ

3) The following associativity diagram commutes for
∑n

i=1 ji = j and
∑n−1

i=1 ji+
1 = j ′:

(O(n)⊗ (O(j1)⊗ · · · ⊗O(jn))⊗ (T (A1)2 · · ·2 T (Aj ))

O(n)⊗ ((O(j1)⊗
(
T (A1)2 · · ·2 T (Aj1)

)
2 · · ·2

(
O(jn)⊗

(
T (Aj ′ )2 · · ·2 T (Aj )

))

O(n)⊗
(
T (A14 . . .4Aj1)2 · · ·2 T

(
Aj ′4 . . .4Aj

))

T (A14 . . .4Aj )

O(j)⊗ (
T (A1)2 · · ·2 T (Aj )

)-

?

?

?

�������*

Lemma 3.5 AssumeT : A −→ B is anE∞-monoidal functor and assumeM
is a commutative monoid inA. ThenT (M) is anE∞-monoid inB. That means
there are maps

O(n)⊗ (T (M)2 · · · 2 T (M)) −→ T (M)

which fulfill all the axioms for operad action.
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Proof.The restriction of the operad action to the image ofM gives a map

O(n)⊗ (T (M)2 · · · 2 T (M)) −→ T (M4 · · · 4M)
Composing this map with the map which is induced by the monoid map

M4 · · · 4M µ−→ M

we obtain

O(n)⊗ (T (M)2 · · · 2 T (M)) −→ T (M).

As the monoid map is associative and respects the unit, we get the associativity
of the operad action and the unit condition. The commutativity of the monoid
mapµ makes the following diagramm commute

O(n)⊗ (T (M)2 · · · 2 T (M))

O(n)⊗ (T (M)2 · · · 2T (M))

T (M4 . . .4M)

T (M4 . . .4M)

-

-

6 6
σ−1 ⊗ σ σ

-

@
@

@
@

@R
T (M)

ThereforeT (M) is anE∞-monoid. ut
Dually we obtain the notion of anE∞-comonoidal functor: A functorF between
two symmetric monoidal categories with a compatibleCh(Ab)-action is anE∞-
comonoidal functor, if there exists anE∞-operadP , which acts on the images
of F in the following way:
There is a natural map

P(n)⊗ F(A14 . . .4An) −→ F(A1)2 · · · 2F(An)
which fulfills the analogue conditions for an operad action, only the associativity
condition needs to be modified.

The following diagram has to be commutative for
∑n

i=1 ji = j and
∑n−1

i=1 ji+
1 = j ′:

(O(n)⊗O(j1)⊗ · · · ⊗O(jn))⊗ F(A14 . . .4Aj )

(O(j1)⊗ F(A14 . . .4Aj1))2 · · ·2(O(jn)⊗ F(Aj ′4 . . .4Aj )) F (A1)2 · · ·2F(Aj )

O(j)⊗ F(A14 . . .4Aj )-

? ?
-

For the left vertical arrow we use the action ofO(n) and the usual shuffle maps
to split the image of the product.

Remark.In our applications our functors will already be lax (co)monoidal but for
the definition of anE∞-(co)monoidal functor this assumption is not necessary.
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4 SQ∗ as anE∞-monoidal functor

In order to show thatQ∗(R) is anE∞-algebra for every commutative ringR
we will first show that the analogue functor in the set contextSQ∗ is anE∞-
monoidal functor. This functor has much nicer properties thanQ∗, for instance
SQ∗ −→ t is a projective resolution in the category of all contravariant functors
from the categoryFin∗ of finite pointed sets to abelian groups (see [P], Sect. 5
or [L], 13.2). Heret is the functorS+ 7→ Sets∗(S+,Z), whereSets∗ denotes
the category of pointed sets. With the help of the left Kan extension oft we can
transfer this statement toQ∗, becauset!SQ∗ = Q∗ (see [P], Sect. 5).

4.1 E∞-operad in the set-context

Let us recall how the analogue of theQ∗-complex in the set contextSQ∗ is
defined : For each finite pointed setX+ the chain-complexSQ′∗(X+) in degree
n is the free abelian group generated by all familiesX(a1,...an) of pairwise disjoint
subsets ofX indexed byn-tupels of elementsai ∈ {0,1}. As inQ∗ we divide
out all elements that map a face of the cube to the empty set, the result of this
normalization process isSQ∗(X+). The boundary map is analogous toδ forQ∗.
For a detailed description see [P], Sect. 5. The aim of the following section is to
show thatSQ∗ : (F inop∗ ,∧) −→ (Ch(Ab),⊗) is anE∞-monoidal functor.

We are interested in the functorsSQ�n∗ andSQ∧n∗ fromFin
op
∗ × . . .×Finop∗

toAb, which are defined as

SQ�n
∗ (S1, . . . , Sn) = SQ∗(S1)⊗ · · · ⊗ SQ∗(Sn)

SQ∧n
∗ (S1, . . . , Sn) = SQ∗(S1 ∧ . . . ∧ Sn) .

The operad that is supposed to act onSQ∗ will consist of the homomorphism
complex of two chain-complexes. For arbitrary chain-complexesA∗ andB∗ this
complex is

Homj(A∗, B∗) :=
∏
k∈Z

Hom(Ak, Bk+j ) j ∈ Z

The differentiald is defined componentwise in the following way

(df )i := fi−1 ◦ δ + (−1)n+1δ′ ◦ fi ∀f ∈ Homj(A∗, B∗)

We denote the category of functors fromFinop∗ × . . . × Fin
op
∗ to Ab by Fn .

Now we are prepared to define the operad which is supposed to act onSQ�n∗ .
We define

OSQ∗(n) := HomFn

(
SQ�n

∗ , SQ∧n
∗
)
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Hence eachOSQ∗ consists of chains of abelian groups and is dimensionwise free.
The product in this operad is just defined to be the composition

γ (f, g1, . . . , gn) := f ◦ (g1 ⊗ · · · ⊗ gn)

wheneverf is inOSQ∗(n) and thegi are elements ofOSQ∗(ki)with
∑n

i=1 ki = n.

The action of the symmetric group is given in the following way:

For any permutationσ ∈ Σn, for any natural transformationf inOSQ∗(n)and for
anyn-tupelS1, . . . , Sn of finite pointed sets letf.σ be the natural transformation
which is defined by the following diagram:

SQ∗(S1)⊗ · · · ⊗ SQ∗(Sn)
f.σ−→ SQ∗ (S1 ∧ . . . ∧ Sn)

↓ σ ↑ SQ∗(σ−1)

SQ∗
(
Sσ−1(1)

)⊗ · · · ⊗ SQ∗
(
Sσ−1(n)

) f−→ SQ∗
(
Sσ−1(1) ∧ . . . ∧ Sσ−1(n)

)
We have natural transformations

OSQ∗(n)⊗ (SQ∗(S1)⊗ · · · ⊗ SQ∗(Sn)) −→ SQ∗(S1 ∧ . . . ∧ Sn).
satisfying the usual equations for operad actions.

Define

t : Finop∗ −→ Ab, t (X+) = HomSets∗(X+,Z)

We definet∧n andt�n in the obvious way. Now we can compute the homology
of OSQ∗ .

Lemma 4.1

Hi
(
OSQ∗(n)

) =
{

0 : i > 0
Ext−iFn

(
t�n, t∧n

) : i ≤ 0

Proof.Pirashvili proofs ([P], p.885) thatSQ∗ −→ t is a projective resolution in
AbFin∗ , consequentlySQ�n −→ t�n andSQ∧n∗ −→ t∧n are also resolutions
in Fn. In additionSQ�n −→ t�n are still projective resolutions because the
exterior tensor product� of two standard projective functors is again projective
(see 5.1.1). Therefore

HomFn
(SQ�n

∗ , SQ∧n
∗ ) −→ HomFn

(SQ�n
∗ , t∧n)

is a weak equivalence and hence we get the result in homology. ut
ObviouslyHomFn

(t�n, t∧n) forms a new operad. If we truncate the chain-
complexHomFn

(SQ�n∗ , SQ∧n∗ ) and use only its non-negative degrees we get
a map toHomFn

(t�n, t∧n) via the augmentation map.
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For an arbitrary chain complexC∗ we define the truncated complex

τ(C)∗ :=



0 : k < 0
Ck : k > 0

cycles(C0) : k = 0

We have maps

τ(C)∗ ⊗ τ(C ′)∗ −→ τ(C ⊗ C ′)∗

for all chain-complexesC∗ andC ′∗. These maps are associative and commutative.
Hence for every operadP , τ(P ) is again an operad. Thus by truncatingOSQ∗ we
still have an operad and by the natural inclusionτ(OSQ∗) ↪→ OSQ∗ the truncated
operadτ(OSQ∗) acts onSQ∗ as well. Asτ(OSQ∗) consists only of the cycles in
degree zero, we get the projection map

τ
(
OSQ∗

)
0 −→ HomFn

(
t�n, t∧n

)
We define the operadOt(n) to be this abelian group of morphisms

Ot(n) = HomFn

(
t�n, t∧n

)
.

The composition and the action of the symmetric group are defined in the same
way as forOSQ∗ .

In addition we are able to get a map from the commutative operadComto
Ot. In Hom(t�n, t∧n) we have a multiplication map

m(t(S1)⊗ · · · ⊗ t (Sn)) = t (S1 ∧ . . . ∧ Sn)
which commutes with the action of the symmetric group onOt :

(m.σ )(t (S1)⊗ · · · ⊗ t (Sn)) = t (σ−1).m
(
t
(
Sσ−1(1)

)⊗ · · · ⊗ t
(
Sσ−1(n)

))
= t (S1 ∧ . . . ∧ Sn) = m(t(S1)⊗ · · · ⊗ t (Sn))

By sending the identity map to this multiplicationm we obtain a map from
Com(n) toOt(n).

Hence we get the following diagramm of chains of abelian groups:

τ(OSQ∗)(n)
↓

Com(n) −→ Ot(n)

We can build the degreewise pullbackO(n) of these operads. The universal
property of the pullback guarantees that theO(n) build again an operadO.
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Since the map fromτ(OSQ∗) toOt is a surjection and a quasi-isomorphism
by Lemma 4.1, we can conclude that the right downleading arrow is a quasi-
isomorphism, hence our operadO is acyclic

Hi(O(n)) =
{

0 : i 6= 0
Z : i = 0

In addition, this operad acts onSQ�n∗ via the induced pullback-map. With this
construction we get

Theorem 4.2 The lax monoidal functorSQ∗ from the symmetric monoidal cat-
egory(F inop∗ ,∧) to the symmetric monoidal category(Ch(Ab),⊗) is anE∞-
monoidal functor.

Remark.If one insists - as we do - that anE∞-operad has to beΣ-free, the
following result provides aΣ-free replacement of an acyclic operad.

Lemma 4.3 For an acyclic operadP whose componentsP(n) are free abelian
groups there is anE∞-operadP ′ and a map of operadsP ′ −→ P .

Proof.Take an arbitraryE∞-operadA and build the tensor product ofP with A

(P ⊗ A)(j) = P(j)⊗ A(j)

This operad is still acyclic, because both components are. Using the augmentation
ofAwe get mapsP⊗A −→ P . Furthermore(P⊗A)(n) isZ[Σn]-free, because
A(n) is Z[Σn]-free andP(n) is free. ut

5 E∞-structure for Q∗

Having constructed anE∞-operad acting onSQ∗, we want to pass to theQ-
construction now. To this end we use the left Kan extensiont! : AbFinop∗ −→
Ababof the functort. Hereab denotes the category of finitely generated abelian
groups. The functorst! and(t × · · · × t)! are both right exact, because they are
left-adjoint to the functors which are the precomposition witht and(t×· · ·× t),
respectively. With the help of the following two lemmas we can transform the
operad-action onSQ∗ to an operad-action onQ∗.

Lemma 5.1 Left Kan extensions commute with taking tensor products of func-
tors, i.e. for two functorsf : A −→ B and g : C −→ D, whereA,C are
small categories, and for two functorsF : A −→ Ab and G : C −→ Ab

there exists a natural isomorphism

(f × g)!(F �G)
∼=−→ f!F � g!G

Here(F �G)(a, c) = F(a)⊗G(c).
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Proof.First we construct a transformation

(f � g)!(F �G) −→ (f!F)� (g!G)

By the definition of the Kan extension we have morphismsF(a) → f!F(f (a))
andG(c) → g!G(g(c)) for everya ∈ A and everyc ∈ C, which are natural in
a andc. By tensoring these morphisms we get

F(a)⊗G(c) −→ f!F(f (a))⊗ g!G(g(c))

That means we have

(F �G)(a, c) −→ (f!F � g!G)((f × g)(a, c))

Consequently, by the universal property of the Kan extension there is a natural
transformation

ΥF,G : (f × g)!(F �G) −→ f!F � g!G

Since(f×g)! is right-exact and preserves direct sums we have to check the claim
only for the projective generatorsha(x) = Z[HomA(a, x)]. Thus it is sufficient
to prove the claim forF = ha andG = hc.

But

(5.1.1) ha � hc = h(a,c)

Thus we have

(f × g)!(ha � hc) = (f × g)!
(
h(a,c)

) = h(f (a),g(c))

On the other hand

f!ha � g!hc = hf (a) � hg(c) = h(f (a),g(c))

This proves the lemma. ut
Remark.From the proof of the lemma above it is clear that the natural isomor-
phism

(f × g)!(F �G)
∼=−→ f!F � g!G

is in fact symmetric monoidal whenA = C andB = D.

Lemma 5.2 The functor
(t × · · · × t)! : Ab(Fin×...×Fin)op → AbAb×...×Ab is a Ch(Ab)-functor.



E∞-structure forQ∗(R) 559

Proof.For the same reasons as in the last proof it is sufficient to prove the claim
only for the functorsA⊗hS1(X1)⊗· · ·⊗hSn(Xn)where theSi are finite pointed
sets andA is an abelian group.

We have to calculate

(t × . . .× t)!(A⊗ hS1(X1)⊗ · · · ⊗ hSn(Xn)).

Applying the lemma above we see that this expression is isomorphic to

t!(A⊗ hS1(X1))⊗ · · · ⊗ t!(hSn(Xn))

But t!(A⊗ hS1(X1)) is isomorphic toA⊗ t!(hS1(X1)), because this is true forA
free. For arbitraryA this property is a consequence of the right-exactness oft!.
Thus we obtain

(t × . . .× t)!(A⊗ hS1(X1)⊗ · · · ⊗ hSn(Xn))

= A⊗ (t × . . .× t)!(hS1(X1)⊗ · · · ⊗ hSn(Xn))

ut
Now we have all means to state the following

Theorem 5.3 The functorQ∗ : (Ab,⊗) −→ (Ch(Ab),⊗) is anE∞-monoidal
functor and therefore the Eilenberg-MacLane cubical chain algebraQ∗(R) is
anE∞-algebra for any commutative ringR.

Proof.Applying the last lemma and using thatt!SQ∗ = Q∗ (see [P] Sect. 5, [L]
13.2) we get natural transformations

O(n)⊗Q�n
∗ −→ (t × · · · × t)!SQ∧n

∗

In addition we obtain natural transformations

(t × · · · × t)!SQ∧n
∗ −→ Q⊗n

∗

by using the universal property of Kan extensions, whereQ⊗n∗ is the functor
which takes first the tensorproduct ofn abelian groups and then applies theQ∗
functor, i.e.

Q⊗n
∗ (A1, . . . , An) = Q∗(A1 ⊗ · · · ⊗ An).

Indeed, by definition of the Kan extension we have homomorphisms

SQ∗(S) −→ (t!SQ∗)(t (S))

which are natural inS. ReplacingS by S1 ∧ . . . ∧ Sn leads to

SQ∧n
∗ (S1, . . . , Sn) = SQ∗(S1 ∧ . . . ∧ Sn) −→ (t!SQ∗)(t (S1 ∧ . . . ∧ Sn))
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We can calculate the right-hand side

t (S1 ∧ . . . ∧ Sn) = HomSets∗ (S1 ∧ . . . ∧ Sn,Z)
= HomSets∗(S1; Z)⊗ · · · ⊗ HomSets∗(Sn,Z)

= t (S1)⊗ · · · ⊗ t (Sn)

and get a map

SQ∧n∗ (S1, . . . , Sn) −→ (t!SQ∗)(t (S1)⊗ · · · ⊗ t (Sn))

‖
(t!SQ∗)⊗n(t (S1), . . . , t (Sn))

Hence by the universality of the Kan extension we obtain the desired natural
transformation

(t × · · · × t)!SQ∧n
∗ −→ (t!SQ∗)⊗n = Q⊗n

∗

Now we can apply the result that anE∞-monoidal functor maps a commutative
monoid, in our case a commutative ring, to anE∞-monoid. ThusQ∗(R) is an
E∞-algebra for every commutative ringR. ut

6 Q∗ and algebras over operads

In our definition ofQ∗ we considered the cubical construction for abelian groups.
With the result of the theorem above we know that the functorQ∗ maps commu-
tative algebras toE∞-algebras. It is easy to check that the cubical construction
of an associative algebra is again associative if we use the Dixmier product as
multiplication map. But what happens if we have an algebra over a given op-
eradO? Of special interest are the cases ofE∞- andA∞-algebras. In order to
give a meaning to this question one needs to extend the source of the functor
Q∗ from the category of abelian groups to the category of chain complexes,
which can be done by degreewise extension ofQ∗. This extension preserves
homotopy relations becauseQ∗ is additive up to homotopy. For more details see
[J-McC],Sect. 6, Sect. 7.

Proposition 6.1 The cubical constructionQ∗ maps algebras over a non-Σ-
operadP to algebras over the non-Σ-operadQ∗(P ).

Proof. First of all we have to clarify the operad-structure ofQ∗(P ): Define
the new operad asQ∗(P )(n) := Q∗(P (n)). Since theP(n) are already chain
complexes, we have to take the total complex of the degreewise prolongation of
Q∗:

(Q∗(P (n)))l := ⊕p+q=lQp(P (n)q)
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The composition inP

P(n)⊗ P(k1)⊗ · · · ⊗ P(kn) −→ P

(
n∑
i=1

ki

)

is taken to a composition inQ∗(P ) by using the Dixmier product:

Q∗(P (n))⊗Q∗(P (k1))⊗ · · · ⊗Q∗(P (kn))
↓

Q∗(P (n)⊗ P(k1)⊗ · · · ⊗ P(kn)) −→ Q∗
(
P
(∑n

i=1 ki
))

The associativity condition concerning this product is satisfied because the
Dixmier product is associative andP is an operad. The unit map ofP

η : Z −→ P(1)

is taken to a map of complexes

η̃ : Z ↪→ Q∗(Z)
Q∗(η)−→ Q∗(P (1))

with η̃(Z) ⊂ Q0(P (1)0). ButQ0(P (1)0) ∼= Z[P(1)0]. Hence we can define the
unit inQ∗(P (1)) to be the image of the unit ofP under this isomorphism. IfA
is aP -algebra, the algebra maps

P(n)⊗ A⊗n ν−→ A

transfer to maps

Q∗(P (n))⊗Q∗(A)⊗n → Q∗(P (n)⊗ A⊗n) Q∗(ν)−→ Q∗(A).

ThusQ∗(A) is aQ∗(P )-algebra. ut
Proposition 6.2 If O is an A∞-operad whose components are free abelian
groups thenQ∗(O) is again anA∞-operad.

Proof. What is left to show is thatQ∗ sends acyclic operads overZ to acyclic
ones. Since the augmentationO → Z is a weak equivalence andO is degreewise
free, we obtain that the augmentation is a homotopy equivalence. ThusQ∗(O)
has the same property by the result of Johnson and McCarthy ([J-McC], Sect.
7). ut
MacLane homology of a ring with coefficients in a bimodule is defined as the
Hochschild homology ofQ∗ of this ring with coefficients in the same bimodule.
SinceQ∗ preservesA∞-algebras over componentwise free operads, it is possible
to extend the definition of MacLane homology to this kind of algebras, because
Hochschild homology ofA∞-algebras has already been defined (see for instance
[G-J]). For a non-Σ-operad,Q∗ preserves all the operad structures. But we had
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to change the operad and applyQ∗ to it. That this is not always necessary can
be seen if one considers the case of associative algebras. SinceQ∗ preserves
associativity we do not have to change the operad at all. The reason for this is the
special structure of the operadAs. For the following type of operads a stronger
result can be gained.

Definition 6.3 An operadK is calledsimplicialif it is an operad in the symmetric
monoidal category of simplicial sets (s.sets,×), i.e. eachK(n) is a simplicial set
and we have the usual composition maps.

Remark.Every simplicial operadK gives rise to an operad in the category of
chain complexes of abelian groups, if we take the chain complex associated with
the simplicial abelian groupZ[K].

For algebras over this type of operads we can prove the following result:

Proposition 6.4 If K is a non-Σ simplicial operad andA is an algebra over
Z[K] , thenQ∗(A) is still a Z[K]-algebra.

Proof.We need maps

Z[K(n)] ⊗Q∗(A)⊗n −→ Q∗(A)

which describe an action of the operadZ[K] onQ∗(A). Letγ denote the action
of Z[K] onA. For each elementω ∈ K(n) we obtain maps

Q∗(A)⊗n −→ Q∗(A⊗n)
Q∗(γ (ω))−→ Q∗(A)

We can extend these maps by linearization and get

Z[K(n)] ⊗Q∗(A)⊗n −→ Q∗(A)

These maps fulfill all axioms of an operad action, because of the properties of
the Dixmier product and ofγ . ut
Example.As we already saw, we do not have to change the operad if we apply
Q∗ to associative algebras. The operadAs considered as a non-Σ-operad can be
viewed as the operad which comes from the simplicial operadK(n) = ∗.

For usual operads, i.e. operads which are equipped with an action of the
symmetric group, we obtain a slightly different result:

Proposition 6.5 If L is a simplicial operad and ifA is a Z[L]-algebra, then
Q∗(A) is an algebra over the operadZ[L] ⊗O, whereO is theE∞-operad of
(4.1) which acts onQ∗(B) for any abelian groupB.
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Proof.Our goal is to define maps

Z[L(n)] ⊗O(n)⊗Q∗(A)⊗n −→ Q∗(A)

First we can use the actionψ of the operadO onQ∗ to get maps

Z[L(n)] ⊗O(n)⊗Q∗(A)⊗n
id⊗ψ−→ Z[L(n)] ⊗Q∗(A⊗n)

Using the same trick as in the proof above we can compose this first map with
the action ofZ[L] onA. The equivariance ofψ together with the equivariance
of the action ofZ[L] guarantees the equivariance of the whole map. All other
axioms for an operad action are fulfilled because we use only the composition
of two actions. ut
Proposition 6.6 For everyE∞-algebraA there is a quasi isomorphicE∞-
algebraB, such thatQ∗(B) is again anE∞-algebra.

Proof.Given twoE∞-operadsA,B overCh(Ab)) and anA-algebraX there is a
functorial replacement ofX by a quasiisomorphicB-algebraY (see [K-M], part
V, Thm. 1.7). In particular we can choose this operad to be one that comes from a
simplicial operad, i.e. an operad of the formZ[L]. Then we can apply the results
of the last proposition, and we obtain thatQ∗(B) is an algebra over the operad
Z[L(n)] ⊗O(n). But the tensor product of twoE∞-operads is againE∞. This
proves the proposition. ut

7 C∗ is anE∞-comonoidal functor

Using similar methods as for showing thatSQ∗ is anE∞-monoidal functor we
can prove that the lax comonoidal and symmetric monoidal functorC∗ that maps
a simplicial abelian group to its associated chain complex is anE∞-comonoidal
functor. This fact is already known (see for instance [S]), but our method leads
to an easy proof. The necessary machinery can be found in [D],Sect. 1. For all
n-tupels of simplicial abelian groupsA1, . . . , An we have a map from the chain
complex of the inner tensor product to the exterior tensor product of the chain
complexes:

C⊗n
∗ (A1, . . . , An) := C∗(A1 ⊗ · · · ⊗ An) −→ C∗(A1)⊗ · · · ⊗ C∗(An)

There is a canonical choice for an operad that acts on the images ofC∗, namely
define

O(n) = Hom∗
(
C⊗n

∗ , C�n
∗
)
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HereHom means natural transformations of these two functors. As is shown in
[D] the homology of this operad is trivial except in dimension zero

HrO(n) ∼=
{

Z , r = 0
0 , else

The isomorphism fromH0(O(n)) to Z is given by the augmentation map. Hence
we obtain a map fromτ(O) toCom which is an isomorphism in homology, that
meansτ(O) is anE∞-operad andC∗ is anE∞-comonoidal functor via the maps

τ(O)(n)⊗ C∗(A1 ⊗ · · · ⊗ An) −→ C∗(A1)⊗ · · · ⊗ C∗(An)

As a consequence we get that the chain-complex of a topological space is an
E∞-coalgebra.
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