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1 Introduction

1.1 Motivation

Starting with a toric variety X the almost trivial observation that multiplication by a torus element
t ∈ T provides an isomorphism t: X → X gives rise to a natural and interesting question for sheaves
on X. Given a coherent sheaf of OX -modules F on X we may ask whether the pull back via the
morphism t induces an isomorphism t∗F → F . A sheaf having this and some additional, technical
properties is called a toric sheaf.
The topic of this thesis is to describe some toric sheaves and the vector bundles among them on
weighted projective spaces P(Q). Our main tool to do so is the theorem of Beilinson which gives
us - first only on Pn - bounded resolutions of the desired sheaves, more precisely we obtain the
sheaf as the cohomology of the complex, and substantially reduce moduli problems to problems of
linear algebra. We will see that the building blocks of these resolutions inherit a toric structure
and we only have to care about the correct choice of morphisms between them. So, knowing when
a matrix is toric as a morphism, actually means knowing how to describe toric sheaves via the
Beilinson monads. Since the problems of linear algebra, which are known to be pretty hard, do not
reduce as much as one might hope in the case of the much smaller subclass of toric sheaves, we can
unfortunately only consider some special cases. We show that the moduli space of semistable rank
two sheaves on the projective plane with vanishing first Chern class contains only 6 toric bundles.
Moreover we explicitly describe the toric sheaves occurring in the boundary of the compactified
moduli space in the case where the second Chern class is not greater than three.
To extend the approach described so far to weighted projective spaces we proceed as follows. We
recall that there is a finite toric morphism π: Pn → P(Q) for all weighted projective spaces, fix
discrete invariants of a coherent sheaf F on P(Q) , such as Chern classes and rank and pull the sheaf
back. We use the theorem of Beilinson to obtain a finite resolution, try to simplify things using
the Hirzebruch-Riemann-Roch theorem and Serre duality and finally push the whole resolution
down to P(Q) again. Of course there are some technical problems involved, for example we have
to show how the invariants behave under pull back, that the morphism π does not destroy the
structure of the sequence and that this procedure really gives us a resolution of F . Having shown
all this we can go on as in the case of Pn with the difference that the morphisms can in general
not be described that easy anymore and it is combinatorially much harder to classify the sheaves,
since we get different possible resolutions by pushing the classical Beilinson sequence down and
the complexity depends on how complicated the weight Q is.

1.2 Overview

The thesis consists of four parts. The first chapter develops the basics needed for the other chapters.
We begin by giving a short introduction to the theory of toric geometry, in particular the for our
purposes very important construction of Cox which enables us to work with coordinates. Then we
define the category of toric sheaves and state first properties. After having done this we review
certain topics of intersection theory, such as the description of Chow rings via Minkowski weights.
Since most of the papers about weighted projective spaces do not even mention the very useful
toric structure, we will develop the theory in chapter two from a more toric point of view, including
properties of sheaves and morphisms we need to talk about moduli spaces later on.
In chapter three we will reprove the theorem of Beilinson on Pn as well as a version on P(Q) and
give examples of concrete resolutions. In order to do so we recall parts of the theory of derived
categories and functors which are essential to state the theorems.
The last chapter splits up in two parts. In the first part we give characterizations for a morphism
between structure and differential sheaves to be toric. In the second part we review basic properties
from the theory of moduli space and finally apply the developed theory and give examples of moduli
for toric sheaves on P2 and P(1, 1, 2).
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1.3 Conventions

We assume familiarity with basic algebraic geometry and commutative algebra as treated in [Har77]
and [Eis96]. By k we will denote an algebraically closed field, k∗ = k \ {0} is the group of units
and rings are commutative with 1. By a scheme we will always mean a separated algebraic scheme
over k, i.e. irreducible and of finite type over k. Neglecting the additional structure of a scheme,
the reader might instead also think of those objects as classical varieties without loosing much.
Whenever needed, an algebraic variety or simply variety will then just be a reduced scheme in our
sense.
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2 Basic Tools

This chapter should be thought of as help for the reader. The topics were chosen having two
criteria in mind: First of all they are too important for the understanding of the thesis to be left
out and second, they are not contained or not sufficiently explained in the standard textbooks of
Hartshorne [Har77] and Eisenbud [Eis96]. So this basics chapter should enable the reader, having
those books at hand, to read through the thesis without any problems.
We start by introducing the theory of toric varieties.

2.1 Toric Varieties

A toric variety can be defined as an irreducible variety X over some algebraically closed ground
field k, which contains an algebraic torus T as a Zariski open and therefore dense subset acting on
X, with the additional property that this action is an extension of the action of T on itself. Let’s
make this precise:

Definition 2.1. Let X be an irreducible n-dimensional normal variety over k with a torus T ∼=
(k∗)n acting on it via σ: T ×X → X extending the torus multiplication µ: T × T → T . We call
X a toric variety if it contains an open, dense and torus invariant subset X0

∼= T , such that the
following diagram commutes

T ×X

��

σ // X

��
T ×X0

∼=

��

σ|X0 // X0

∼=

��
T × T

µ // T.

This way of introducing toric varieties might be the fastest, but has at the same time the
disadvantage that it hides the fruitful relations to convex geometry which allows us to compute
several properties of the varieties explicitly. Besides this toric geometry works best when we assume
our varieties to be normal and we will see in the next section why this is true. Therefore we give
a rather detailed introduction which is intended to motivate the definitions and give insight to the
structure and behavior of toric varieties.
For further discussions we refer to the books of Ewald [Ewa96], Fulton [Ful93] and Oda [Oda88],
as well as to the papers of Danilov [Dan78]and Cox [Cox].

Tori and Lattices

We start with basic notions from the the theory of linear algebraic groups to explain where the
name torus comes from.

Definition 2.2. An algebraic group G is a variety which carries the additional structure of a
group, such that the two maps

σ: G×G −→ G ι: G −→ G

(g, h) 7−→ σ(g, h) =: g.h g 7−→ g−1

are morphisms of varieties.
If the variety is affine, we call G a linear algebraic group.

Remark. The name linear algebraic group stems from the fact that each such group is isomorphic
to a closed subgroup of the general linear group GLn(k) for some n ∈ N. See for example [Spr98]
or [Bor91] .

Definition 2.3. We call a linear algebraic group G diagonizable if it is isomorphic to a closed
subgroup of the group Dn of diagonal n × n matrices over k with non-vanishing determinant for
some n ∈ N.
If G is isomorphic to Dn itself, we call it an n-dimensional algebraic torus, or simply a torus.
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Remark. The name torus stems from the fact that the role those tori play here is similar to that
of topological tori, i.e. finite products of the group S1, in the theory of Lie groups.

Definition 2.4. A morphism of algebraic groups is a group homomorphism and a morphism
of algebraic varieties. For any two algebraic groups G and H we denote by

Hom(G,H) := Homalg.gr.(G,H)

the set of morphism from G to H, which naturally has a group structure.

There are two special classes of morphisms associated to a single algebraic group, that are very
important for toric varieties:

Definition 2.5. Let G be an algebraic group. We call

χ(G) := Hom(G, k∗)

the group of rational characters or simply the character group of G and

Λ(G) := Hom(k∗, G)

the one-parameter subgroup of G.

Let T be an n-dimensional torus and fix an isomorphism T ∼= (k∗)n. This induces isomorphisms

χ(T ) ∼= Hom(T, k∗) ∼= Hom((k∗)n, k∗) ∼= Zn

and Λ(T ) ∼= Hom(k∗, T ) ∼= Hom(k∗, (k∗)n) ∼= Zn.

With such a basis it is easy to see that every m ∈ χ(T ), isomorphic to (m1, . . . ,mn) ∈ Zn, sends
an element t ∈ T , isomorphic to (t1, . . . , tn) ∈ (k∗)n, to tm := tm1

1 . . . tmn
n which we call a Laurent

monomial. Clearly those monomials lie in the ring k[t1, t
−1
1 . . . , tn, t

−1
n ]. On the other hand if

u ∈ Λ(T ) is an element isomorphic to u1, . . . , un then the corresponding one parameter map is
given by sending t ∈ k∗ to (tu1 , . . . , tun). Moreover we see that choosing a basis of T is in fact
equivalent to choosing a basis for χ(T ) or Λ(T ).

Definition 2.6. A free abelian group of finite rank is called a lattice.

We will see in the next section that the whole business of toric geometry is based on the fact
that we can perfectly relate algebraic tori T , which act ”properly” on a scheme, to the combinatorics
of the corresponding lattices χ(T ) and Λ(T ).
Before we go on, we should say a few words about group actions on schemes.

Definition 2.7. Let X be a scheme and G be an algebraic group. We say that G acts on X via
α or there is a group action α of G on X if there is a morphism

α: G×X → X

(g, x) 7→ g.x := α(g, x)

such that for the neutral element e of G and for all x in X we have e.x = x and for all g and h in
G the equality g.(h.x) = (g.h).x holds.

Let now X and X ′ be schemes on which G, respectively G′, act on via α, respectively α′, then
we can introduce another useful notion:

Definition 2.8. A pair of morphisms

(φ, ψ): G×X → G′ ×X ′,

where φ additionally is a group homomorphism, i.e. φ ∈ Hom(G,G′), is called an equivariant
morphism with respect to G and G′ if it is compatible with the actions of α and α′, i.e.

α′ ◦ (φ× ψ) = ψ ◦ α.
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Example 2.9. Let T = G be a torus acting on varieties X and X ′ via α and α′. Then a pair
(φ, ψ): G × X → G′ × X ′, is equivariant if for every element t ∈ T and all x ∈ X the following
equation holds

(α′ ◦ (φ× ψ))(t, x) = φ(t).ψ(x) = ψ(t.x) = (ψ ◦ α)(t, x).

Note in particular that if we choose ψ to be multiplication by some t ∈ T , i.e. ψ = α(t,_), we get
an equivariant automorphism (id, ψ).

Affine Toric Varieties: Cones

The following notation is more or less canonically used in books on toric varieties and we will keep
this notation throughout this chapter.

Notation. For every torus T of dimension n we denote its character group by M and its one-
parameter subgroup by N . Both groups are lattices and, after fixing a basis, isomorphic to Zn.
Recall that for every isomorphism T ∼= (k∗)n we have induced isomorphisms for the lattices M ∼=
Zn ∼= N .

Note that M and N are dual to each other, i.e. M = HomZ(N,Z) and N = HomZ(M,Z).
Consequently, there exists a natural bilinear pairing

M ×N → Z (m,n) 7→ m(n) =: 〈m,n〉,

which reduces to the usual dot product after choosing a basis, respectively a dual basis, for N
and M , whence the notation. Thus N and M not only determine each other, but also provide an
additional structure allowing us to introduce the concept of convexity, since for NR := N ⊗R and
MR := M ⊗ R this pairing extends to an R-bilinear pairing

MR ×NR → R.

The next definitions and lemmata can be formulated in a more general setting (see for exam-
ple [Ewa96] or [Oda88] for a general treatment of convex geometry), but we will restrict ourselves
to the properties of the lattices N and M .

Definition 2.10. A subset σ ⊂ NR is called a convex rational polyhedral cone if there is a
finite number of lattice points s1, . . . , sr ∈ N ∼= Zn such that

σ = Cone(s1, . . . , sr) :=

{ r∑

i=1

λisi|λi ∈ R≥0

}
.

Conversely we say that σ is generated by s1, . . . , sr and we put Cone(∅) := {0}. Such a cone σ
is called strongly convex if it moreover contains no positive dimensional subvectorspace of NR,
that is iff σ ∩ (−σ) = {0}. We will call a convex rational polyhedral cone by abuse of notation a
cone.
We define the dimension of σ to be the dimension of the smallest subspace containing it, i.e.
dimR(σ ⊗ R).

Example 2.11. The cone spanned by the vectors (1, 0) and (−1,−2) can be pictured as follows
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{0} (1,0)

(−1,−2)

Remark. The expression ”rational” used for cones stems from an alternative definition of the
vectors si. One could also define the si to be points in NR with the extra condition that all
coefficients in those vectors are rational, i.e. elements of Q. But then there are multiples s′i of si
with integer coefficients, i.e. s′i ∈ N such that Cone(s1, . . . , sr) = Cone(s′1, . . . , s

′
r).Thus the two

definitions are equivalent and we use the easier one. Note moreover that the cones we defined are
in fact convex in the sense that for each x, y ∈ σ and λ ∈ [0, 1] the vector λx+ (1− λ)y is also an
element of σ.

Definition 2.12. Let σ be a cone in N , then we define the dual cone of σ to be the set

σ∨ := {u ∈MR|〈u, v〉 ≥ 0,∀v ∈ σ}.

This set is, as the name suggests, again a convex rational polyhedral cone, see e.g. [Ful93, p. 11].

Example 2.13. The dual of the cone from example 2.11 has the three generators (0,−1), (1,−1)
and (2,−1).

{0}

(0,−1) (1,−1) (2,−1)
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Notation. For every cone σ ∈ NR we denote the set σ∨ ∩M by Sσ.

Note that the zero cone, which is by definition contained in every cone, has as dual the whole
space MR and the integral lattice points are just the points of M corresponding to the torus (as
character group), i.e S{0} = M .

Lemma 2.14 (Gordan’s lemma). Let σ be a cone. Then Sσ is a finitely generated subsemigroup
of M .

Proof. Let s1, . . . , sr be the generators in σ∨, which we by the remark can choose to be in σ∨∩M .
Consider the, with respect to the classical topology in Rn, compact set K := {

∑r
i=1 λisi|0 ≤ λi ≤

1}. We claim that the finite set K ∩M generates σ∨ ∩M . Let therefore u =
∑r
i=1 µisi ∈ σ

∨ ∩M
be arbitrary, i.e µi ≥ 0. Since we can write µi = ni + λi for ni ∈ N and 0 ≤ ti ≤ 1 it is clear that

u =

r∑

i=1

(ni + λi) · si =

r∑

i=1

nisi +

r∑

i=1

λisi ∈ 〈K ∩M〉Z≥0
,

which finishes the proof. �

Definition 2.15. The semigroup algebra k[Sσ] associated to Sσ is defined as the the k-vector
space generated by elements of Sσ.

Note that by Gordan’s lemma we find finitely many elements m1, . . . ,mr that form a basis
of this finite-dimensional vector space. Since the lattice M can be identified with the character
group of the torus we usually say that m ∈ M corresponds to the character χm ∈ Hom(T, k∗).
Furthermore since M has an additive structure and we think of the χm as monomials we will write

χm · χm
′

= χm+m′

to imitate the exponential rule. Note that by definition every toric variety contains a torus as a
dense open subset, thus each χm can be seen as a rational function on this variety.

Definition 2.16. Let σ ⊂ NR be a strongly convex cone. Then we call

Xσ := m-Spec(k[Sσ])

the affine toric variety associated to σ.

Example 2.17. 1. Let σ = {0} then by what we have seen before choosing a basis (t1, . . . , tn)
of M , which induces an isomorphism M ∼= Zn, gives

Xσ = m-Spec(k[Sσ]) = m-Spec(k[M ])

= m-Spec(k[t1, t−1
1 , . . . , tn, t

−1
n ]) ∼= (k∗)n.

2. The dual of the cone σ generated by the vectors (1, 0) and (0, 1) is σ itself. Thus the
corresponding affine toric variety

Xσ = m-Spec(k[Sσ]) = m-Spec(k[t1, t2]) ∼= k2

is the 2-dimensional affine space over k.

3. The cone from example 2.11 generated by (1, 0) and (−1,−2) needs some more calculation.
The three generators (1,−1), (0,−1) and (2,−1) of the the dual cone correspond to the
Laurent monomials

t1 · t
−1
2 t−1

2 t21 · t
−1
2 .

Introducing new variables x := t1 · t
−1
2 , y := t−1

2 and z := t21 · t
−1
2 we see that there the

relation x2 − yz and we obtain that

Xσ = V (x2 − yz)

is just a cone in k3.
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4. Let σ be generated by the vectors (0, 1) and (−1,−2). Then σ∨ is spanned by (−1, 0) and
(−2, 1) corresponding to the linearly independent Laurent monomials t−1

1 and t−2
1 · t2. Hence

we see that
X(σ) = m-Spec(k[Sσ]) ∼= k2.

The following theorem is very important, it particularly makes our notation consistent.

Theorem 2.18. The affine toric variety associated to a cone is a toric variety in the sense of
definition 2.1, in particular it is normal. Conversely any toric variety which is also affine is
isomorphic to an affine toric variety associated to a cone.

Proof. [Cox, Theorem 1.13] �

Thus we see that subsemigroups of N respectively M and affine toric varieties correspond to
each other. This fact carries over to arbitrary toric varieties and suitable collections of cones.
Before we can define these collections we need the notions of half spaces and faces, which all come
from convex geometry.

Definition 2.19. For each ∅ 6= u ∈M we define

Hu := {ν ∈ NR|〈u, ν〉 ≥ 0}

to be the half space associated to u. Moreover by ∂Hu we denote the boundary of this hyperplane,
i.e.

∂Hu := {ν ∈ NR|〈u, ν〉 = 0}

Lemma 2.20. Let σ = Cone(s1, . . . , sr) ⊂ NR be a cone. Then we have σ∨∨ = σ and σ∨ =
∩ri=1Hsi

. In particular we see that every cone is the intersection of finitely many half spaces.

Proof. See [Ful93, p. 9 and p.11] for a proof. �

Definition 2.21. Let σ be a cone in NR and u ∈ M \ {0} such that σ ⊂ Hu. Then we call
τ := σ ∩ ∂Hu a face of σ. If τ 6= σ we call τ a proper face and in order to have a partial order
relation, we regard every σ as a face of itself and we write τ ≺ σ whenever τ is a face of σ. If
dim(τ) = dim(σ)− 1 we call τ a facet.

Lemma 2.22. Let σ and τ be cones. Then

• all faces of σ are cones.

• If σ and τ have non-empty intersection, then Sσ∩τ = Sσ + Sτ .

• If τ is a face of σ, then there is an m ∈ Sσ such that Sτ = Sσ + Z≥0(−m) as semigroup
algebras.

Proof. [Ful93, p.10, p.14 Proposition 3 and Proposition 2 on p.13] �

Note that τ ≺ σ gives an inclusion in reversed order for the semigroup rings, i.e. k[Sσ] ⊂ k[Sτ ].
The last lemma now implies that this can be expressed more precisely by localisation, namely

k[Sσ] ⊂ k[Sσ]χm = k[Sτ ].

Considering the maximal spectra of both algebras then gives Xτ ⊂ Xσ for the varieties.

Remark. The last fact might clarify why we prefer the geometry of the lattice N to that of M
and therefore the maybe confusing habit to start with cones in N , although we primarily use the
dual cones in M to construct toric varieties. It would suffice to take a cone in M , but then we
would loose the quite intuitive relation

τ ≺ σ ⇒ Xτ ⊂ Xσ.

Definition 2.23. A cone is called smooth if its minimal generators form part of a Z-basis of N .
We call a cone simpicial if its set of minimal generators are linearly independent.
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Example 2.24. The cone spanned by the rays (1, 0) and (0, 1) clearly is smooth and the corre-
sponding affine toric variety k2 is smooth. On the other hand the variety otained from the rays
(1, 0) and (1,−2) is just a cone in k3, singular in the zero point and we see that this cone is not
smooth, since the vector (0,−2) is not primitive. Both cones are simplicial, since the generators
are linearly independent.

This example can be generalized and we will do so in the next section.

General Toric Varieties: Fans

Definition 2.25. Let ∆ be a finite collection of convex rational polyhedral cones. We call ∆ a
fan if for any σ ∈ ∆ every face τ ⊂ σ also belongs to ∆ and for two cones σ, τ ∈ ∆ the common
intersection σ ∩ τ is a face of each cone.

The last condition in fact means that the fan is closed with respect to taking intersections,
since common faces are by the first condition again elements of the fan. As we have seen before
we get for any two cones σ, τ ∈ ∆ two Zariski open embeddings Xσ∩τ → Xσ and Xσ∩τ → Xτ with
isomorphic images, which leads to the following

Definition 2.26. Let ∆ be a fan of cones in NR. We define the toric variety associated to ∆

to be the variety obtained by glueing the affine toric varieties associated to the cones in ∆ along
their common intersection, as for example described in [Har77, p.75].

Example 2.27. The fan of P2 looks as follows.

{0}

(1,0)

(0,1)

(−1,−1)

It is easily checked that all cones σi give the variety k2 and glue together in the usual way to P2.

The next two theorems assert, analogously to the affine case, that in fact we get neither some-
thing new nor are there more toric varieties than those obtained from fans.

Theorem 2.28. Let X(∆) be the toric variety associated to the fan ∆. Then X(∆) is a separated
toric variety in the sense of definition 2.1.

Proof. We give a proof of this theorem in order to give a slight impression how things work for the
affine case, whose proof we skipped.
By definition every fan contains the cone {0}. The dual of the zero cone is the whole lattice M
and thus X{0} = T . Hence the torus is densely contained in X(∆), which is therefore irreducible.
Since for each σ ∈ ∆ the same torus T acts on the affine parts Xσ by theorem 2.18 and the gluing
obviously respects this action (the gluing is defined on the intersections, which are T -invariant).
Moreover Uσ is normal and normality is a local property, so X(∆) is a toric variety. Separated
means that the diagonal morphism of X(∆) has a closed image. Because of the gluing, this can be

11



checked locally by showing that Xσ∩τ → Xσ ×Xτ is closed for all σ, τ ∈ ∆ or equivalently that on
the level of the semigroup algebras k[Sσ] ⊗k k[Sτ ] → k[Sσ∩τ ] is surjective, but this stems for the
fact that Sσ∩τ = Sσ + Sτ by lemma 2.22. �

Theorem 2.29. All toric varieties X arise from a fan.

Proof. [GK73, Chapter I.2, Theorem 5] �

Therefore definition 2.1 and definition 2.26 are equivalent and in the following we will write
X = X(∆) for a toric variety X, since there always has to be a fan ∆ that X corresponds to.

Definition 2.30. Let ∆ be a fan. We call |∆| :=
⋃
σ∈∆ σ its support and say that ∆ is complete

if the support is the whole space, i.e. |∆| = NR. Moreover we define

∆(r) := {σ ∈ ∆|σ is r-dimensional}

to be the set of cones of dimension r and call the elements of ∆(1) the rays of ∆.

Theorem 2.31. Let X = X(∆) be a toric variety. Then

• X is complete iff ∆ is complete.

• X is smooth iff all cones in ∆ are smooth, i.e. their minimal generators form part of a
Z-basis.

• X is Cohen-Macauley.

Proof. [Cox, Theorem 2.3] �

Remark. We needed a lot of theory to handle the normality hypothesis in the definition of a toric
variety, which we also could have dropped. Then we would arrive at a bigger class of varieties,
eventually not arising from a fan. For example the cusp V (x2 − y3), which is not normal, would
be a toric, since T := (k∗) acts on this variety by t 7→ (t2, t3).
Moreover it is possible to allow a fan to consist of infinitely many cones, but then we would also
obtain schemes, which are not of finite type over k. Besides this varieties arising from infinite fans
loose the first property of the theorem. i.e. they are in general not complete, if the fan is.

Morphisms

We have seen in the last section what a T -equivariant morphism between two toric varieties is.
Now that we have the description by the fans it would be nice to read of this property from the
lattices.

Definition 2.32. Let ∆1 be a fan in N1 ∼= Zn1 and ∆2 a fan in N2 ∼= Zn2 . A Z-linear map
π: N1 → N2 is called a map of fans if for the induced map π: N 1

R → N2
R there is a cone σ2 ∈ ∆2

for every σ1 ∈ ∆1 such that
π(σ1) ⊂ σ2,

i.e. every cone is mapped into a cone.

Keeping the notation from this definition we have the following

Theorem 2.33. Every map of fans π: N 1 → N2 induces a T-equivariant morphism π∗: X(∆1)→
X(∆2). Conversely every toric morphism f from X(∆1) to X(∆2) gives rise to a map π of fans
such that π∗ = f .

Proof. See [Oda88, Theorem 1.13] �
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2.2 Cox coordinates

In this section we will recall from [Cox] that a toric variety X = X(∆) has coordinates correspond-
ing to the one dimensional cones of ∆ and that X can be represented as quotient of another toric
variety. In order to do so we need to state some basic notions from

Geometric Invariant Theory

The definitions made in this section can be found in a more general setting in [Mum65], but since
we only apply them in the case of toric varieties it suffices to use weaker versions.

Definition 2.34. LetX be a variety and G an affine algebraic group acting onX via the morphism
α. A pair (Y, ϕ), where ϕ: X → Y is a morphism of varieties, is called a categorial quotient of
X by G, if

1. the diagram

G×X
α //

p2

��

X

ϕ

��
X ϕ

// Y,

where p2 denotes the second projection, commutes and

2. any other pair (Y ′, ϕ′) making up such a diagram induces a unique morphism ψ: Y → Y ′

such that ϕ′ factors through ψ, i.e. ϕ′ = ψ ◦ ϕ and so the following diagram commutes

G×X
α //

p2

��

X

ϕ

�� ϕ′

��

X ϕ
//

ϕ′
,,

Y

ψ

!!
Y ′.

Keeping the notation, we define three more types of quotients:

Definition 2.35. The pair (Y, ϕ) is called a good quotient, if the first condition from the last
definition is satisfied, i.e. ϕ ◦ α = ϕ ◦ p2 and moreover the following are true

1. ϕ is surjective and affine,

2. U ⊂ Y is open if and only if ϕ−1(U) ⊂ X is open,

3. OY ∼= (ϕ∗OX)G and

4. if W is an invariant closed subset of X, then ϕ(W ) is a closed subset of Y . Moreover, if W1

and W2 are disjoint invariant closed subsets of X, then ϕ(W1) ∩ ϕ(W2) = ∅.

(Y, ϕ) is called a geometric quotient if the geometric fibres of ϕ are the orbits of the geometric
points of X.

Definition 2.36. We call a categorial, respectively a geometric quotient (Y, ϕ) universal, if for
any morphism σ: Y ′ → Y , the pair (X ×Y Y

′, ϕ′), where

ϕ: X ×Y Y
′ → Y ′

denotes the second projection, is also a categorial, respectively a geometric quotient (note that G
acts naturally on the fibre product).
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Quotients in toric geometry

Note that given a toric variety X = X(∆) every ρ ∈ ∆(1) corresponds to an irreducible T -invariant
Weil-divisor Dρ, see [Cox95]. In [Ful93] it was shown that those divisors generate the group of all
T -invariant Weil divisors and we therefore have

WDiv(X(∆))T =

{ ⊕

ρ∈∆(1)

aρ ·Dρ|aρ ∈ Z
}
∼= Z∆(1)

and one might ask what the vanishing order of rational functions along those divisors are.

Lemma 2.37. 1. The vanishing order of an element m ∈ M along Dρ, considered as rational
function χm, is given by:

ordDρ
(χm) = 〈m,nρ〉

where nρ denotes the unique generator of ρ in N .

2. The divisor associated to χm is given by

div(χm) =
∑

ρ∈∆(1)

〈m,nρ〉Dρ

Proof. [Ful93, Section 3.4] �

If we denote by An−1(X(∆)) the Chow group of Weil divisors modulo rational equivalence we
get a complex by composing the map which takes a divisor to its class with the map from the last
lemma. Moreover, denoting the invariant Cartier divisors of X by CDiv(X)T and its divisor class
group by Pic(X), we have the following

Theorem 2.38. There is a commutative diagram with exact rows

M // CDiv(X)T
� _

��

// Pic(X) //
� _

��

0

M //
⊕

ρ∈∆(1) Z ·Dρ
degX

// An−1(X) // 0

where degX takes a divisor to its class and the maps on the left are given by the last lemma.
Moreover those maps are injective iff ∆(1) spans NR.

Proof. [Ful93, Section 3.4] �

Definition 2.39. The homogeneous coordinate ring S := S(X(∆)) of a toric variety X =
X(∆) is defined by

S := k[xρ|ρ ∈ ∆(1)].

Note that a monomial
∏
ρ x

aρ
ρ in S corresponds to the divisor D :=

∑
ρ aρDρ, so there is a

natural grading for S given by

deg(
∏

ρ

xaρ
ρ ) := degX(D) ∈ An−1(X(∆)).

Definition 2.40. We call the grading of

S =
⊕

α∈An−1(X(∆))

Sα =
⊕

α∈An−1(X)

⊕

a∈Z∆(1)

degX(a)=α

Sa

given by degX the A-grading. There is another grading defined as follows: We give very monomial∏
ρ x

aρ
ρ the Z∆(1)-degree (aρ)ρ ∈ Z∆(1). We call this the fine grading of

S =
⊕

a∈Z∆(1)

Sa.
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Example 2.41. LetX = Pn. We know that An−1(X) is isomorphic to Z, so a polynomial
∏
ρ x

aρ
ρ ∈

S = S(X) has Z-degree aρ0 + . . .+ aρn
which is fine with the observation Pn ∼= Projk[x0, . . . , xn]

with deg(xi) = 1 from classical algebraic geometry.

Definition 2.42. Let ∆ be a fan and σ a cone in ∆. Define

x(σ) :=
∏

∆(1)3ρ*σ

xρ

and call the ideal generated by all x(σ),

B := 〈x(σ)|σ ∈ ∆〉

the irrelevant ideal of the coordinate ring S.

We apply the contravariant functor HomZ(_, k∗) to the sequence

M → Z∆(1) → An−1(X)→ 0

and obtain
1→ G := HomZ(An−1(X), k∗)→ (k∗)∆(1) → T,

where we write 1 on the left to emphasize the multiplicative structure. Thus the group G acts on
the coordinate space (k∗)∆(1) and gives us the torus of X as quotient. We will see soon that this
is also possible for the whole variety, but we need some more preparation.
Define X̂σ := k∆(1) \ V (x(σ)), then it is clear that

X̂ := k∆(1) \ V (B) =
⋃

σ∈∆

X̂σ.

This is completely analogous to the fact for the variety X

X =
⋃

σ∈∆

Xσ

which is just the union of all affine cones (as set).

Lemma 2.43. Let X = X(∆) be a toric variety. Then X̂ is a toric variety too and there is a
natural toric morphism X̂ → X.

Proof. We will construct a fan ∆̂ for X̂ in the lattice N̂ := Z∆(1). Denote by eρ ∈ Z∆(1) the
standard basis vectors and construct for each σ ∈ ∆ the cone

σ̂ = Cone{eρ|ρ ∈ σ(1)}.

It is easy to verify that the collection {σ̂|σ ∈ ∆} is already a fan if and only if X is simplicial, but
we can always define ∆̂ to be the fan generated by all such cones σ̂ and their faces. For the toric
morphism note that the map of the lattices N̂ → N given by eρ 7→ nρ maps cones of ∆̂ to cones
of ∆ by construction and therefore we obtain

X̂

��

⋃
σ∈∆ X̂σ

��
X

⋃
σ∈∆Xσ.

�

The main result of this section now asserts the following:

Theorem 2.44. Let X = X(∆) be a toric variety and let ∆(1) span NR. Then

1. X ∼= (k∆(1) \ V (B))/G is a universal categorial quotient.

2. X is a geometric quotient if and only if ∆ is simplicial.

Proof. [Cox95, Theorem 2.1] �
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Graded modules

Starting with a toric variety X = X(∆) it is clear that the coordinate ring of each affine part X̂σ

is just the localization of the Cox coordinate ring S by the monomial x(σ), i.e.

k[X̂σ] = Sx(σ) =

{
f

x(σ)l

∣∣∣∣f ∈ S, l ∈ N}
}

which is An−1(X)-graded. Thus we can consider the degree 0 part of this module

(Sx(σ))0 :=

{
f

x(σ)l

∣∣∣∣f is An−1(X) homogeneous , l ∈ N and deg(f) = l · deg(xσ)
}

and have the following result.

Lemma 2.45. Let σ ∈ ∆ be a cone and σ⊥ its dual. Then there is an isomorphism

k[Xσ] = k[σ∨ ∩M ] ∼= (Sx(σ))0.

Proof. See [Cox95, Lemma 2.2]. �

Let now F be an An−1-graded S-module, i.e.

F =
⊕

α∈An−1(X)

Fα

such that Sα ·Fβ ⊂ Fα+β . Then Fσ := F ⊗S Sx(σ) is a graded Sx(σ)-module and so it makes sense
to talk about the module (Fσ)0. Applying the ∼-functor, as defined in [Har77, II section 1], gives
us a quasi-coherent sheaf Fσ := ˜(Fσ)0 on Xσ since by the previous we know that k[Xσ] = (Sx(σ))0.

Proposition 2.46. The sheaves Fσ for all σ ∈ ∆ patch together to give a quasi-coherent sheaf on
X = X(∆). Moreover

• the functor sending F to F = F̃ is an exact functor from An−1-graded S-modules to quasi-
coherent OX-modules.

• If X is simplicial then every quasi-coherent sheaf is of the form F = F̃ for some graded F .

• If F is finitely generated, then F is coherent.

• If X is simplicial, then every coherent sheaf is of the form F = F̃ .

Proof. [Cox95, Proposition 3.1, Theorem 3.2 and Proposition 3.3] �

Let X = X(∆) be a toric variety and D a torus invariant Weil divisor, i.e. a Weil divisor whose
components consist only of the T -invariant codimension 1 subvarieties Dρ for ρ ∈ ∆(1). If we
denote by Xreg the set of regular points i: Xreg → X the inclusion into X we can define the sheaf

OX(D) := i∗OXreg
(D|Xreg

).

where K(X) is the function field of X, see [Per00].

Proposition 2.47. Let X = X(∆) be a toric variety and let D =
∑
ρ∈∆(1) aρDρ and E =∑

ρ∈∆(1) bρDρ be toric divisors.

• There is an isomorphism
ΦD : Sα → H0(X,OX(D)),

where α = degX(D) ∈ An−1(X) denotes the class of D.
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• Let moreover β = degX(E) denote the class of E, then there is a commutative diagram

Sα ⊗ Sβ //

ΦD

��

Sα+β

ΦD+E

��
H0(X,OX(D))⊗H0(X,OX(E)) // H0(X,OX(D + E))

where the top morphism is multiplication and the one on the bottom tensor product.

• OX(D) ∼= OX(α), so the above defined sheaves can be identified with twisted structure sheaves.

Proof. See [Cox95, Proposition 1.2. and Proposition 3.1] for the first two statements and [Per00]
for the third statement. �
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2.3 Toric Sheaves

Let X be a scheme of finite type over k and let G be a linear algebraic group over k acting on X
via

σ: G×X → X.

Moreover denote by α: G×G→ G the group multiplication an by

G×X
p2
−→ X

G× (G×X)
p23
−−→ G×X

the natural projections. With these notations at hand we can define what we mean by equivariance
for sheaves.

Definition 2.48. Let F be a coherent OX -module. Then F is called G-equivariant or G-
linearized, if there is an isomorphism of sheaves

σ∗F
Φ

≈
// p∗2F

such that the following cocycle condition holds:
The following diagram is a commutative diagram of isomorphisms

(σ ◦ (µ× id))∗F
≈

//

≈(µ×id)∗Φ

��

(σ ◦ (id× σ))∗F
≈

(µ×id)∗Φ // (p2 ◦ (id× σ))∗F

≈

��
(p2 ◦ (µ× id))∗F

≈ // (p2 ◦ p23)
∗F (σ ◦ p23)

∗F
≈

p∗23Φ
oo

Notation. In some cases it is reasonable to call the pair (F ,Φ) a G-equivariant sheaf to emphasize
on the given isomorphism, but in cases the linearization is obvious or simply not important in the
context, we will usually abbreviate this notation by F .

The idea behind the definition lies in the observation that any closed point g ∈ G induces an
isomorphism g: X → X given by multiplication and it is an interesting question whether there
is an induced isomorphism on the level of sheaves Φg: g

∗F → F or not. To be more precise the
question is, denoting the embedding X ↪→ G×X given by x 7→ (g, x) by ig, if there is a Φg making
the following diagram commutative

i∗gσ
∗F

i∗gΦ
//

≈

��

i∗gp
∗
2F

≈

��
g∗F

Φg

// F

.

If F is a G-equivariant sheaf, such a family {Φg}g∈G always exists, but it is in general too much
to expect that a given family in turn glues together to a well defined isomorphism Φ with the
mentioned cocycle condition. However, given a global Φ, one sees that this cocycle condition
reduces on the level of the Φg to the commutativity of the diagram

g∗2g
∗
1F

g∗2Φg2 //

≈

��

g∗2F

Φg2

��
(g1g2)

∗F
Φg1g2

// F

for all closed points g1, g2 ∈ G. Besides this our definition of Φ fits with the general definitions
from geometric invariant theory from the book [Mum65].
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We want to define the category of equivariant sheaves, so we have to say what an equivariant
morphism is:

Definition 2.49. Let (E ,Ψ) and (F ,Φ) be two G-equivariant sheaves on a scheme X. We call
a morphism f : E → F G-equivariant, if it commutes with the given linearizations, i.e. if the
square

σ∗E
σ∗f //

Ψ

��

σ∗F

Φ

��
p∗2E

p∗2f
// p∗2F

commutes.

Again, we see that for any g ∈ G there is an induced commutative diagram given by

g∗E
g∗f //

Ψ

��

g∗F

Φ

��
E

p∗2f
// F

.

Definition 2.50. LetG be a linear algebraic group acting on a schemeX, then we defineG-equ(X)
to be the category of G-equivariant sheaves, i.e. the category whose objects consist of coherent,
G-equivariant sheaves of OX -modules on X and G-equivariant morphisms as morphisms.

Notation. In the special case where G = T is the torus of a toric variety X = X(∆) , we will call
T -equ(X) the category of toric sheaves and accordingly speak of toric sheaves and morphisms.

Remark. In [Per00] it was shown that G-equ(X) is an abelian category, by showing that it admits
kernels and cokernels in a natural way.

With the above notation we have an identification

σ∗D =
∑

Y⊂X

nY [T × Y ] = p∗2D.

Thus the associated reflexive sheaf OX(D) inherits a canonical linearization Ψ given by

σ∗OX(D)
Ψ //

∼=

��

p∗2OX(D)

∼=

��
OT×X(σ∗(D)) OT×X(p∗2D).

Toric Sheaves and Graded Modules

Recall from the proposition 2.46 that the exact ∼-functor send every An−1(X)-graded module F
to a quasi-coherent sheaf F . So far we did not discuss the fine grading the modules F might have.
The surprising result is the following:

Proposition 2.51. The sheaf F = F̃ for an arbitrary graded S-module F is T -equivariant if F
was already fine graded. The equivariance is then canonically given.

Proof. We denote the action of the torus on X by θ and by p2: X×X → X the second projection.
A fine grading of F induces a fine grading on each of the Fσ, i.e. for each a ∈ Z∆(1) the a-th
graded part is given by

F aσ =

{
f

x(σ)l

∣∣∣∣fb ∈ Fb for b ∈ Z∆(1) such that b− l · exp(σ) = a

}
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where exp(σ) denotes the exponent of the monomial x(σ). Note that the Z∆(1)-grading of Fσ gives
us an action

ψ: Fσ → Fσ ⊗k k[M ]

s 7→ s⊗ χ(a)

for every Z∆(1)-homogeneous element s of degree a. Using this we can locally define a morphism

φσ: Fσ ⊗
θ
Sσ
Sσ ⊗k k[M ]→ Fσ ⊗

p2
Sσ
Sσ ⊗k k[M ] ∼= Fσ ⊗k k[M ]

by the formula

φσ(s⊗ χ(a′)⊗ χ(a′′)) : = ψ(s) · (χ(a′)⊗ χ(a′′))

= (s⊗ 1⊗ χ(a)) · (χ(a′)⊗ χ(a′′))

= s⊗ χ(a′)⊗ χ(a+ a′′),

for each element s of degree a. Here the symbols ⊗θ and ⊗p2 indicate the Sσ-module structures on
Sσ ⊗k k[M ] induced by the maps θ and p2, i.e. the dual actions given by θ∗(χ(a)) = χ(a) ⊗ χ(a)
and p∗2(χ(a)) = 1⊗ χ(a). The map φσ is in fact an isomorphism and so induces

θ∗F̃σ
Φσ−→ p∗2F̃σ.

These local T -equivariances patch together and give rise to a canonical toric structure on F = F̃ .
See [MP] and [Per00] for the details. �

Proposition 2.52. Let F be a quasi-coherent sheaf on a toric variety X. Then F is of the form
F̃ for a fine graded S-module F .

Proof. [Per00, Proposition 6.5] �

Toric resolutions

We know from the Hilbert Syzygy theorem that every coherent sheaf of OX -modules on a scheme
X admits a finite free resolution. The next theorem asserts that the resolution for a toric sheaf on
a variety X = X(∆) can always be chosen toric, i.e. all morphisms respect the T -linearizations of
the occurring terms.

Theorem 2.53. Let F be a toric sheaf on X. Then there exists a finite toric resolution of F , i.e.
there are toric divisors Dij ∈ Z∆(1) such that

0→

ml⊕

il=0

OX(Dil)→ . . .→

m1⊕

i1=0

OX(Di1)→ F → 0

is exact and l ≤ #∆(1).

Proof. See [MB97, Theorem 1.1]. �

This means that our good knowledge about the sheaves OX(D) for a toric divisor D is theo-
retically sufficient to know about the T -equivariances of arbitrary toric sheaves.
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2.4 Intersection Theory

We recall in this section some notions and theorems from the famous book of Fulton [Ful84a], to be
abled to use the full strength of intersection theory on toric varieties. For a shorter and probably
more readable introduction we refer to [Ful84b] or [Tra]. Recall that the Chow group

A∗(X) =

n⊕

i=0

Ai(X)

of an n-dimensional scheme was defined as the direct sum of the groups Ai(X) of i-dimensional
cycles modulo rational equivalence. On a smooth scheme it is possible to put Ai(X) := An−i(X) to
define the Chow ring A∗(X) of intersection classes, with multiplication given by the cup product.
Moreover, A∗(X) becomes an A∗(X)-module via the cap product. Since we are mainly interested
in the intersection theory of weighted projective spaces and other possibly singular toric varieties,
we need to extend these notions.

Chern classes

Before doing so we repeat the construction and some facts about Chern classes. Recall that for an
n-dimensional variety X and an invertible sheaf L on X there is always a Cartier divisor D such
that L ∼= OX(D). Moreover it is true that

D1 ∼ D2 ⇔ OX(D1) ∼= OX(D2),

for any two Cartier divisors D1 and D2, hence we can establish a one-to-one correspondence
between Cartier divisor classes and classes of invertible sheaves.

With that in mind we can make the following

Definition 2.54. We call c1(L) := [D] the first Chern class of L.

It is clear by the proposition that for any i-dimensional subvariety V of X we find a Cartier
divisor C such that LV ∼= OX(C) for the restricted line bundle. This simply means that there is
a map

Zi(X)→ Ai−1(V ) ↪→ Ai−1(X)

V 7→ [C] 7→ [C],

determined by linear extension for all i = 0, . . . , n. By [Ful84a, propostion 2.5] the operator
c1(L) ∩ _: Zi(X) → Ai−1(X) obtained from composition of the above maps extends to a well
defined operator

c1(L) ∩_: Ai(X)→ Ai−1(X)

which we call the first Chern class operator. We will often write C · α := c1(L) ∩ α for a cycle
α ∈ Zi(X) and L ∼= OX(C).

Lemma 2.55. We have the following properties:

1. For any two line bundles L and L′ the corresponding Chern class operators commute, that is

c1(L) ∩ (c1(L
′) ∩ α) = c1(L

′) ∩ (c1(L) ∩ α) ∈ Ai−2(X)

for all α ∈ Ai(X).

2. If f : X ′ → X is a proper morphism and L again a line bundle,then we have the projection

formula

c1(f
∗L) ∩ α = c1(L) ∩ f∗α

for all α ∈ Ai(X).

3. For two line bundles L and L′ and a cycle α ∈ Ai(X) the following equation holds

c1(L ⊗ L
′) ∩ α = c1(L) ∩ α+ c1(L

′) ∩ α.
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Proof. [Ful84a, propostion 2.5] �

Note that part two of the lemma can be extended to finitely many line bundles, which means
that we can form a polynomial algebra of Chern operators, i.e for line bundles L1, . . . ,Lr and any
homogeneous polynomial f ∈ Z[X0, . . . , Xr] of degree d we obtain a morphism

f(c1(L1), . . . , c1(Lr)): Ai(X)→ Ai−d(X)

for all i ≥ d.
The next step is to define Chern classes for bundles of higher rank, so let E be a rank e+ 1 bundle
on X (we denote the corresponding locally sheaf by the same letter) and consider its projective
bundle

p: P(E)→ X.

For each x ∈ X we define
P(Ex) := P(Ex/mxE)

for each x ∈ X, where Ex respectively mx denote the stalk of E in x respectively its maximal ideal.
By px: P(Ex)→ {x} we denote the from p induced projection.

Lemma 2.56. There is an exact sequence

0→ Ω1
P(E)/X(1)→ p∗E∗ → OE(1)→ 0,

where E∗ denotes the dual of E, and on each fiber we get an Euler sequence

0→ Ω1
P(Ex)(1)→ E

∗
x ⊗OP(Ex) → OP(Ex)(1)→ 0.

Moreover, the sheaf OE(1), which is usually called the canonical line bundle, is invertible on
P(E).

Proof. See [Ful84a, Appendix B.5] for more on such sequences, [Har77, Chapter 2.7] or bet-
ter [Gro71, II.5.5.3] for a proof. �

Since OE(1) is invertible, we can form c1(OE(1)) as before. Now for every α ∈ Ai(X) we get
p∗α ∈ Ai+e(X), since the fiber dimension of P(E) is e. So by pulling back, applying c1(OE(1))∩_
in an appropriate power and pushing down again, we obtain the following intersection morphism:

Ai(X)
sj(E)∩_ //

p∗

��

Ai−j(X)

Ai+e(P(E))
c1(OE(1))e+j∩_

// Ai−j(P(E)),

p∗

OO

thus explicitly we get the operator

sj(E) ∩ α := p∗(c1(OE(1))e+j ∩ p∗α)

for any α ∈ Ai(X).
By setting s0 := 1 we can formally consider those canonically defined classes as an invertible

power series in a variable t, i.e.
∑∞
i=0 sit

i and define the coefficients ci(E) in the power series

(
∞∑

i=0

sit
i)−1 = 1 + c1(E)t+ c2(E)t

2 + . . .

to be the i-th Chern class operators of E . It is known that for any vector bundle E of rank e
we have ci(E) = 0 for all i > e, thus

∞∑

i=0

cit
i =

e∑

i=0

cit
i,
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is in fact a polynomial, which we call the Chern polynomial of E . Moreover this definition
agrees with the definition made before, the operators are commutative and the projection formula
from 2.55 is valid for all i, that is for any proper morphism f : X ′ → X and any cycle α on X we
have the equation

f∗(ci(f
∗E) ∩ α) = ci(E) ∩ f∗(α).

Let X be a variety of dimension n, then by definition [X] ∈ An(X) ∼= Z is the generating class,
so by putting

ci(E) := ci(E) ∩ [X] ∈ An−i(X)

we can think of Chern classes as elements of An−i(X) and in the case when X is smooth it is true
that ci(E) ∩ [X] determines the operator ci(E) ∩ _ and one can show that Ai(X) ∼= An−i(X) for
all i, so A∗(X) ∼= A∗(X) and the i-th Chern class lives in Ai(X). In the general case we have to
deal with bivariant classes to define the groups Ak(X).

Definition 2.57. Let X be a scheme and i ∈ N, then we define the i-th Chow cohomology
group Ai(X) to be the collection of homomorphisms

c(j)g : Aj(X
′)→ Aj−i(X

′),

where g: X ′ → X is a morphism of schemes and j ∈ N, such that c(j)g is compatible with proper
push-forward, flat pull-back and intersections (see [Ful84a, Def. 17.1, p. 320 (C1 - C3)] for a
precise definition).

The most important thing is that ”the usual properties” carry over to the generalized cohomol-
ogy classes, i.e. there is a cup product

Ai(X)⊗Aj(X)→ Ai+j(X),

which is given from the theory of bivariant classes (see [Ful84a, Chapter 17] and a cap product

Ai(X)⊗Aj(X)→ Aj−i(X)

c⊗ α 7→ c(α) = c ∩ α.

Thus A∗(X) is a graded A∗(X)-module. Moreover the projection formula extends to this setting
and for any vector bundle E on X there is a Chern class operator ci(E) ∈ Ai(X) for each i, which
is explicitly given by

ci(E)(α) := ci(g
∗E) ∩ α,

where g: X ′ → X, α ∈ Aj(X ′) and the operator ci(g∗E) ∩ _ on the right hand side is the Chern
class we defined before. Thus we can describe Chow homology and cohomology groups of arbitrary
schemes.
We close this section with the following

Lemma 2.58. Let X be a complete variety, then for each i ∈ N there is a homomorphism

DX : Ak(X)→ Hom(Ak(X),Z)

c 7→ (a 7→ deg(c ∩ a)),

called the Kronecker duality homomorphism.

Remark. Recall that the degree of a cycle is a function we first only defined on zero-cycles, i.e.
if X is a variety over k and α =

∑
p np[P ] ∈ A0(X) then we put deg(α) =

∑
p np[R(P ) : k], and

then extended by zero to all other cycles to give a map deg: A∗(X)→ Z.

Intersection Theory on Toric Varieties

In this section we describe explicitly Chow groups and rings for complete toric varieties, following
[WF97], which is unfortunately full of typos. In general, for a variety X we only know that the
groups Ak(X) are generated by k-dimensional subvarieties and have relations given by divisors of
rational functions on (k+1)-dimensional subvarieties. However, on toric varieties, we can describe
these groups easily using the data from the fan.
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Proposition 2.59. Let X = X(∆) be a toric variety, then

• Ak(X) is generated by all V (σ), i.e. by the orbit closures of all cones σ with codim(σ) = k.

• The relations are given by all τ ∈ ∆(k + 1), i.e. by

[div(χu)] =
∑

τ⊂σ
dim(σ)=dim(τ)+1

〈u, nσ,τ 〉 · [V (σ)],

for all u ∈ M(τ) = τ⊥ ∩M , where as usual nσ,τ ∈ N is the point whose image generates
Nσ/Nτ .

Proof. See [WF97, Proposition 2.1] �

Remark. It is known that for nonsingular toric varieties X the groups Ak(X) are free abelian
for each k. Moreover, they are never trivial, if X is additionally assumed to be complete. In the
case of a nonsingular X, the Chow groups might fail to have these two properties, see for example
2.3 in [WF97]. In the following we show that for complete (singular) toric varieties the Chow ring
A∗(X) behaves very well and can be calculated very quickly using the fan of X.

The next theorem is somehow the crucial part of the whole section, since it simplifies the in
general very complicated, relative notion of Chow rings to the computation of functionals.

Theorem 2.60. If X is a complete toric variety, then the Kronecker duality homomorphism

DX : Ak(X)→ Hom(Ak(X),Z)

is in fact an isomorphism for each k ∈ N. Moreover, for each T -invariant subvariety Y , DY is an
isomorphism, too.

Proof. [WF95, Theorem 3] �

Minkowski Weights

Notation. Let ∆ be a fan, then we denote by ∆(k) the set of cones of codimension k in ∆. Note
that we write ∆(k) for the cones of dimension k.

This notation allows us to give the next definition in a more compact way.

Definition 2.61. For any integer k ∈ N and any fan ∆ in a lattice N we call a function

c: ∆(k) → Z

a weight function or simply a weight. If a weight c moreover satisfies the following relations
∑

σ∈∆(k),τ∈∆(k+1)

τ⊂σ

〈u, nσ,τ 〉 · c(σ) = 0 ∀u ∈M(τ),

then we call it a Minkowski weight. We denote the set of Minkowski weights of codimension k,
which has the structure of a group, by MW k(X).

Corollary 2.62. Let X = X(∆) be a complete toric variety. Then there is a group isomorphism

Ak(X) ∼= MW k(X)

for all k ∈ N.

Proof. From theorem 2.60 we know that every element of Ak(X) can be represented by a function
c on cones of codimension k, extending linearly to an element of Hom(Ak(X),Z). Such a function
clearly has to vanish on all the relations given by Ak(X) in order to be well-defined. So by definition
c is a Minkowski weight. �
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Remark. By the second part of theorem 2.60, it is clear that the statement of corollary 2.62
extends to torus invariant subvarieties of X.

Recall that for any scheme X the group Ak(X) = Ak(X
id
→ X) is given by a collection of

morphisms Ai(Y ) → Ai−k(Y ) for all i ≥ k and all morphisms f : Y → X. Hence we obtain a
canonical homomorphism using the first Chern class operator

Pic(X)→ A1(X)

L 7→ (α 7→ c1(f
∗L) ∩ α),

where α is an element of A∗(Y ). This map is in general not an isomorphism, but we have the
following result due to Brion.

Theorem 2.63. Let X = X(∆) be a complete toric variety, then the map

Pic(X)→ A1(X)

is an isomorphism.

Proof. See [Bri89] for a more general result for spherical varieties. �

Now that we know how to compute Chow rings, let us check how morphisms between them look
like. For a given toric morphism f : X(∆′)→ X(∆), coming from a map of fans Ψ: N ′ → N which
maps every cone in ∆′ into a cone in ∆. We know that applying A∗ is a contravariant functor, so
induces a map

f∗: A∗(X(∆))→ A∗(X(∆′)).

It would be nice to compute this map in the case where both varieties are complete in terms of
Minkowski weights. In fact, if c ∈MW k(X(∆), then f∗(c) is also a weight (maybe not Minkowski).
Fortunately, if we assume f to be dominant, there is a formula to compute the pull back.

Proposition 2.64. Let f : X(∆′)→ X(∆) be a toric morphism of complete toric varieties induced
by a map Ψ: N ′ → N of fans. Furthermore let τ ′ ∈ ∆′(k) and Ψ(τ ′) ⊂ τ be the smallest cone
containing it’s image. Then the pull back of a Minkowski weight c of codimension k is explicitly
given by

(f∗(c)(τ ′) =

{
c(τ) · [N : (Ψ(N ′) +Nτ )] , codim(τ) = k

0 , codim(τ) ≤ k
,

where the brackets on the right stand for the index of a subgroup in a group.

Proof. By the projection formula 2.55 we obtain

f∗(f
∗(c) ∩ [V (τ ′)]) = c ∩ f∗([V (τ ′)]) ∈ A0(X(∆)).

Now that by definition of push-forward of cycles we have the well known formula using field
extensions of rational function fields [R(V (τ ′)) : R(V (τ))] (which in our case can be thought of as
the cardinality of a fiber of f)

f∗([V (τ ′)]) =

{
[R(V (τ ′)) : R(V (τ))] · [V (τ)] , codim(τ) = k

0 , codim(τ) ≤ k

=

{
[N/Nτ : Ψ∗(N

′/N ′
τ ′)] · [V (τ)] , codim(τ) = k

0 , codim(τ) ≤ k

=

{
[N : (Ψ(N ′) +Nτ )] · [V (τ)] , codim(τ) = k

0 , codim(τ) ≤ k
,
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where Ψ∗: N
′/N ′

τ ′ → N/Nτ denotes the induced map on quotients. Combining these two facts
and taking degrees we obtain

deg(c ∩ f∗([V (τ ′)])) =

{
[N : (Ψ(N ′) +Nτ )] · c(τ) , codim(τ) = k

0 , codim(τ) ≤ k
.

�

Now that we know how to compute the ring homomorphisms between Chow rings in some
important cases, we want to compute intersection products in a comparably easy combinatorial
way. To do this we need the following lemma, which turns out to be very powerful for our means.

Lemma 2.65. Let X and Y be toric varieties. Then the Künneth map

A∗(X)⊗A∗(Y )→ A∗(X × Y )

[V ]⊗ [W ] 7→ [V ×W ]

is an isomorphisms.

Proof. From [Ful93, Section 1.4] we know that V (σ)×V (τ) ∼= V (σ× τ) for all σ, τ ∈ ∆, therefore
the proof is clear by the above description of the Chow ring of a toric variety. �

Starting with a complete toric variety X = X(∆), the trick now is to use the diagonal morphism
δ: X → X × X, which is usually denoted by ∆, but already used in our context. Let γ ∈ ∆(k),
then we apply the lemma and get the following presentation for V (γ):

δ[V (γ)] = [δV (γ)] =
∑

σ∈∆(i),τ∈∆(k−i)

γ⊂σ,γ⊂τ

mγ
σ,τ · [Vσ × Vτ ] ∈ Ak(V (γ)× V (γ)).

Definition 2.66. Let N ∼= Zn be a lattice and ∆ ⊂ N be a fan defining an n-dimensional toric
variety. Then for any saturated d-dimensional sublattice L ⊂ N and any v ∈ N we define

∆(v) := {σ ∈ ∆|LR + v meets σ in exactly one point}.

Clearly, we have dim(σ) ≤ n− d for all σ in ∆(v) and we say that v is a generic lattice point if
equality holds, i.e. if dim(σ) = n− d for all σ ∈ ∆(v).

With those notations we can formulate the following theorem, which is called the fan displace-
ment rule:

Theorem 2.67 (fan displacement rule). As before let X = X(∆) be complete, γ ∈ ∆ and v be a
generic lattice point of N , then the coefficients in the formula

δ[V (γ)] = [δV (γ)] =
∑

σ∈∆(i),τ∈∆(k−i)

γ⊂σ,γ⊂τ

mγ
σ,τ · [Vσ × Vτ ] ∈ Ak(V (γ)× V (γ))

are given by

mγ
σ,τ =

{
[N : (Nσ +Nτ )] , if σ meets τ + v

0 else
.

Proof. [WF97, theorem 4.2] �

The next proposition shows that knowing the coefficients mγ
σ,τ , which are in general not unique,

is sufficient for the calculation of cap and cup products. Thus the fan displacement rule is a strong
tool for the computation of intersection products and the whole intersection theory of a complete
toric variety is determined by the mγ

σ,τ .

Proposition 2.68. Let X = X(∆) be a complete toric variety and identify the Chow ring of X
with the set of Minkowski weights. Then the following equations hold true:
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• If c ∈MW p(X) and γ ∈ ∆(k), then the cap product is

c ∩ [V (γ)] =
∑

σ∈∆(p),τ∈∆(k−p)

γ⊂σ,γ⊂τ

mγ
σ,τ · c(σ) · [V (τ)] ∈ Ak−p(X).

• If c ∈MW p(X) and c̃ ∈MW q(X) then the cup product is given by

(c ∪ c̃) =
∑

σ∈∆(p),τ∈∆(q)

γ⊂σ,γ⊂τ

mγ
σ,τ · c(σ) · c̃(τ) ∈MW p+q(X),

for every γ ∈ ∆(p+q).

Proof. [WF95, 3, theorem 4] �

After having introduced weighted projective spaces in the next chapter we will compute the
Chow groups and rings, as well as the homomorphisms between them for a special class of weighted
projective planes.
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3 Weighted Projective Spaces

There are many papers, including [Dol82], [MB86], [Del75] and [Mor75], to name the most im-
portant sources, giving a completely non-toric introduction to the theory of weighted projective
spaces. In this chapter we will review some important properties presented in those papers and
supplement them from a toric point of view.

3.1 Alternative Descriptions and First Properties

In this section we give several different descriptions of weighted projective spaces and deduce some
properties. We begin with the

Definition 3.1. Let Q = (q0, . . . , qn) ∈ Zn+1 with gcd(q0, . . . , qn) = 1. We define the weighted
projective space with respect to the weight Q to be

P(Q) := P(q0, . . . , qn) = (kn+1 \ {0})/ ∼

where (a0, . . . , an) ∼ (b0, . . . , bn) if there is a λ ∈ k∗ such that (a0, . . . , an) = (λq0b0, . . . , λ
qnbn).

We will now give four equivalent

Descriptions

• The space P(Q) is a toric variety for every Q. This can be seen by letting the torus

T = (k∗)n+1/ ∼

with the same relation as above act on P(Q) via the well defined map

(〈t0, . . . , tn〉, 〈a0, . . . , an〉) 7→ 〈t
q0
0 a0, . . . , t

qn
n an〉

which embeds T as an open and dense subset of P(Q).
The fan of P(Q) can be constructed as follows. Let ei be the standard basis vectors of Zn+1

and denote by vi := ei their image in

N := Zn+1/Z · (q0, . . . , qn) ∼= Zn.

By construction we have the relation

n∑

i=0

qivi = 0

and it can be shown that the fan consisting of all cones generated by proper subsets of
{v0, . . . , vn} corresponds to the variety P(Q) (see [Cox]). Since this fan is complete and
simplicial, we conclude that weighted projective spaces are complete simplicial toric varieties.
Note that we defined the fan of P(Q) in N := Zn+1/Z(q0, . . . , qn) which is isomorphic to Zn,
but it is in general not clear how the rays vi are embedded. However in examples this can
mostly be done.

Example 3.2. The embedded fan of the weighted projective plane P(1, 1, 2) in N = Z2 looks
as follows.
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{0}

σ0

σ1

σ2

(1,0)

ρ1

(0,1) ρ2

(−1,−2) ρ0

where the ρi are primitive vectors that clearly satisfy the relation
∑2
i=0 qiρi = 0. In exam-

ple 2.17 we explicitly computed the affine toric varieties associated to the σi and saw that
Xσ0

= Xσ1
= k2 and Xσ2

= V (x2 − yz) is a cone in k3. Since P(1, 1, 2) is complete, we see
that this weighted projective plane can be seen as the compactification of this cone.

• We can also describe P(Q) as quotient obtained from the homogeneous Cox coordinate ring.
So far we know N = Zn+1/Z(q0, . . . , qn) and hence M = Hom(N,Z) ∼= Z(q0, . . . , qn)

⊥. Thus,
using that An−1(P(Q)) ∼= Z (see for example [Cox]), the short exact sequence from the last
chapter

0→M −→
⊕

ρ∈∆(1)

Z ·Dρ

deg
P(Q)

−−−−−→ An−1(P(Q))→ 0

reduces to
0→ Z(q0, . . . , qn)

⊥ −→ Zn+1
deg

P(Q)
−−−−−→ Z→ 0,

where the first map is given by inclusion and degP(Q) has to be dot product by the vector
(q0, . . . , qn) to make the sequence exact. Therefore the homogeneous coordinate ring S ′ :=
S(Q) := S(P(Q)) is just k[y0, . . . , yn] where yi has the Z-grading degP(Q)(yi) = qi. The
irrelevant ideal is B = 〈xρ0 , . . . , xρn

〉, thus V (B) is just 0 ∈ kn+1. Moreover

G = HomZ(An−1(P(Q)), k∗) ∼= HomZ(Z, k∗) ∼= k∗

is embedded in k∆(1) ∼= kn+1 via the dual map of degP(Q), which is, as we said before, scalar
product by the weight vector (q0, . . . , qn). Therefore the image of G in kn+1, which we also
denote by G is just

G = {(λq0 , . . . , λqn)|λ ∈ k∗}.

Thus we recover by
(kn+1 \ V (B))/G ∼= (kn+1 \ {0})/k∗

the above definition of the weighted projective space P(Q). Using the coordinates from this
construction, we have the following

Example 3.3. Let y0, y1 and y2 be the coordinates of X = P(1, 1, 2). It is clear that they
have Z-degree 1, 1 and 2 respectively. We claim that there is an embedding of X into P3.
Note that the homogeneous parts of degree 2 of P(1, 1, 2), i.e. the generators of S2, are given
by y2

0 , y0y1, y
2
1 and y2. We define a map

ϕ: P(1, 1, 2)→ P3

〈a0, a1, a2〉 7→ 〈a
2
0, a0a1, a

2
1, a2〉,
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which is well defined, injective and ϕ(X) = {x0x2 − x
2
1 = 0} ⊂ P3 for coordinates xi on P3.

In the last example we saw that P (1, 1, 2) can be seen as the compactification of an affine
cone, here we computed the concrete embedding in P3.

• Note that from the last description one sees that for any Q = (q0, . . . , qn), qi ∈ N, we have
an isomorphism

P(Q) ∼= Proj(k[y0, . . . , yn]),

for coordinates yi of degree qi, using the Proj-construction. This differs only slightly from
the previous, where we had the same ring k[y0, . . . , yn], but presented P(Q) as quotient.

• In our last description we show that P(Q) can also be realized as a finite quotient of Pn. To
do so we introduce the following short hand notations:

Notation. For any two elements a, b ∈ Zn+1 we write

ab := (a0b0, . . . , anbn)

and |ab| := a0b0 + . . .+ anbn.

We will also use this in the case of a single argument, i.e.

|a| := a0 + . . .+ an.

Note that there is a ring homomorphism

Ψ: S′ =
⊕

α∈Z

S′
α →

⊕

β∈Z

Sβ = S

ya := ya0
0 · . . . · y

an
n 7→ xa0q0

0 · . . . · xanqn
n =: xaQ

which preserves Z-degrees, since the monomial ya has degree |aQ| := a0q0 + . . .+anqn, which
is the same as the degree of xaQ. The rings S and S′ also have the above introduced Zn+1 or
fine grading, thus we can write down the morphism Ψ on the level of the fine graded parts.
Let a ∈ Zn+1, then there is an induced isomorphism

S′
a = k · ya = k · ya0

0 . . . yan
n → k · xa0q0

0 . . . xanqn
n = k · xaQ = SaQ

which unfortunately does not preserve the Zn+1-degree. Note however that we can fill the
”gaps” that this maps leaves by finitely many fine graded parts, i.e. we have an isomorphism

S =
⊕

p=(p0,...,pn)∈Zn+1

0≤pi<qi

xpS′,

which makes S into a finitely generated graded S ′-module. This ring homomorphism Ψ now
induces a morphism of varieties

π: Pn → P(Q).

We want to study further properties of this map, therefore we introduce the following group:

Definition 3.4. We define µQ := µq0 × . . .× µqn
, where

µqi
:= {ξ ∈ k|ξqi = 1}

is the group of qi-th roots of zeros in k.

Note that we have an action of µQ on Pn given by

µq × Pn → Pn

((ξ0, . . . , ξn), 〈x0, . . . , xn〉) 7→ 〈ξ0x0, . . . , ξnxn〉
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as well as an action on the coordinate ring S by

µq × S → S

((ξ0, . . . , ξn), f(x0, . . . , xn)) 7→ f(ξ0x0, . . . , ξnxn).

Thus it is clear that S′ is isomorphic to the ring of invariants of this action, i.e.

S′ ∼= SµQ ↪→ S.

Hence the composed map is given by sending yi to xqi

i , as is easily seen. So we get the
following result.

Proposition 3.5. The weighted projective spaces P(Q) are just the quotients of Pn by the
group µQ, i.e.

P(Q) ∼= Pn/µQ.

Moreover the quotient map Pn → P(Q) which can naturally be identified with π is a finite,
toric morphism.

Proof. By the above considerations the only thing left to proof is that this morphism is toric.
Let

〈t0, . . . , tn〉Pn ∈ TPn

be any torus element. Then we have the following chain of equations

π(〈t0, . . . , tn〉Pn · 〈x0, . . . , xn〉Pn) = π(〈t0x0, . . . , tnxn〉Pn)

= 〈tq00 x
q0
0 , . . . , t

qn
n x

qn
n 〉P(Q)

= 〈t0, . . . , tn〉P(Q) · π(〈x0, . . . , xn〉Pn)

and the torus action therefore commutes with π. �

We define µ∗
Q := Homk(µQ, k

∗) to be the dual of µQ. In the next section it turns out that
this group is extremely useful for the description of sheaves on P(Q). Clearly this group
decomposes into characters

µ∗
Q
∼=

n⊕

i=0

µ∗
qi

where µ∗
qi

∼= Z/qiZ and µ∗
qi
3 pi: µqi

→ k∗ is given by ξ 7→ ξpi . Therefore we have an
identification

µ∗
Q
∼= {p := (p0, . . . , pn)|0 ≤ pi < qi for all i}

and we will by abuse of notation write 0 ≤ p < Q for any such element.

Remark. Since the order of µQ =
∑n
i=0 qi is invertible in k we have for any action of µQ on

a k-vector space V an eigenspace decomposition

V =
⊕

p∈µ∗
Q

V p

where V p = {v ∈ V |ξ · v = p(ξ) · v ∀ξ ∈ µQ}.

Example 3.6. We rediscover the composition

S =
⊕

p=(p0,...,pn)∈Zn+1

0≤pi<qi

xpSµQ

by the observation Sp ∼= xpSµQ for any character p ∈ µ∗
Q. Note that in particular S0 ∼= SµQ ,

which already shows that the zero character is extremely important for further considerations
of weighted projective spaces and motivates why we will usually write µQ for this character.
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3.2 Sheaves

Structure Sheaves and the Relation to Pn

Let F be a sheaf of OPn-modules on Pn on which µQ acts (compatible with the action of µQ on
Pn). Then for all open subsets U ⊂ P(Q) the module π∗F(U) = F(π−1(U)) is a k-vector space.
Hence, as described above, the direct image sheaf decomposes as

π∗F =
⊕

0≤p<Q

πp∗F ,

where on an open set U ⊂ P(Q) the module πp∗F(U) for the character p is given by

πp∗F(U) = [F(π−1(U))]p = {f ∈ F(π−1(U))|ξ · f = p(ξ) · f,∀ξ ∈ µQ}

For the zero character we have in particular that

π0
∗F(U) = [F(π−1(U))]0 = {f ∈ F(π−1(U))|ξ · f = 0(ξ) · f = f,∀ξ ∈ µQ}

is simply the set of µQ-stable sections, therefore we will write πµQ

∗ := π0
∗ (having the corresponding

fact for the coordinate ring in mind).

Definition 3.7. We denote by µQ-Coh(P(Q)) the category of coherent sheaves on P(Q) on which
µQ acts. The morphisms of this category morphisms of Coh(P(Q)) preserving this action.

Remark. The morphism π is finite, so

π∗ =
⊕

p∈µ∗
Q

πp∗

is an exact functor, which is also true for any of the parts πp∗ .
Unfortunately it is not flat outside of the singularities of P(Q), thus when we push down a vector
bundle via πp∗ we cannot expect to obtain a vector bundle on P(Q). However we have the following

Lemma 3.8. Let E be a vector bundle on Pn. Then for all p ∈ µ∗
Q the sheaf πp∗E is reflexive.

Proof. Denote by Xreg
i
↪→ P(Q) the set of regular points of P(Q), set

X ′
reg := π−1(Xreg)

i′

↪→ Pn

and consider the restricted map π := π|X′
reg

: X ′
reg → Xreg, which induces the commutative diagram

X ′
reg

π //

i′

��

Xreg

i

��
Pn π

// P(Q).

Since the toric varieties Pn and P(Q) are normal we know that

codim(P(Q) \Xreg) ≥ 2 ≤ codim(Pn \X ′
reg).

Hence E ∼= i′∗(E|X′
reg

) and so

πp∗E
∼= πp∗i

′
∗(E|X′

reg
) ∼= i∗π

p
∗(E|X′

reg
).

πp∗(E|X′
reg

) is locally free since π is flat, thus πp∗E is reflexive. �
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Lemma 3.9. For every coherent µQ-sheaf F on Pn there is a natural action of µQ on Hi(Pn,F)
for all i ∈ N and

[Hi(Pn,F)]p ∼= Hi(P(Q), πp∗F)

for all characters p ∈ µ∗
Q.

Proof. Consider the Čech complex C•(U ,F) of F on the standard open covering U = {E0, . . . , En}
given by the divisors Ei = {xi = 0}. All the Ei and their common intersections are µQ-invariant,
so µQ acts on Ci(U ,F). Since also all the maps between the Čech groups are µQ-morphisms, µQ
acts naturally on Ȟ

i
(U ,F) := hi(C•(U ,F). By [Har77] there is an isomorphism

Ȟ
i
(U ,F) ∼= Hi(Pn,F),

which shows the first part. Let analogously V = {D0, . . . , Dn} be the affine open covering of P(Q)
defined by Di = {yi = 0}, then since Ui = π−1(Di) we see that C•(U ,F) ∼= C•(V, π∗F) and
therefore

Hi(Pn,F) ∼= Hi(P(Q), π∗F).

Now we only have to consider the eigenspace of a single p ∈ µ∗
Q to obtain the last equation, i.e.

[Hi(Pn,F)]p ∼= Hi(P(Q), πp∗F).

�

Lemma 3.10. There is a natural isomorphism

π∗OPn ∼=
⊕

p∈µ∗
Q

OP(Q)(−|p|).

Proof. During this proof we will always write the ∼-functor together with the corresponding ring
to make clear over which ring we work. First of all we see that

π∗OPn ∼= π∗S̃
S ∼= (

⊕

0≤p<Q

xpSµQ)∼S
′

.

From [Gro61] we know more generally for any S-module M there is an isomorphism

π∗M̃
S ∼= M̃S′

S′

.

The Grothendieck-functor commutes with direct sums, so we continue with

π∗OPn ∼=
⊕

0≤p<Q

x̃pSµQ ∼=
⊕

0≤p<Q

˜S′(−|p|) ∼=
⊕

0≤p<Q

OP(Q)(−|p|).

Here the second isomorphism comes from

S′(−|p|)α = S′
α−|p| =

⊕

|aQ|=α−|p|

S′
α =

⊕

|aQ|+|p|=α

k · ya

∼=
⊕

|aQ|+|p|=α

k · xaQ+p =
⊕

|b|=α

(xpSµQ)b = (xpSµQ)α

for all α ∈ Z and the isomorphism in the middle is given by multiplication with xp and replacing
ya by xaQ. �

Remark. Clearly the proof does not change if we twist by some j ∈ Z, thus we also obtain

π∗OPn(j) ∼=
⊕

p∈µ∗
Q

OP(Q)(j − |p|).

33



Proposition 3.11. More generally for all S ′-modules M interpreted as S-module via the embed-
ding S′ ∼= SµQ ↪→ S and thus as µQ-invariant module, we have an isomorphism

π∗(M̃
S) ∼=

⊕

p∈µ∗
Q

x̃pM
S′

Proof. Let U be an affine open subset of P(Q) of the form U = SpecS ′
(f) for some homogeneous

polynomial f ∈ S′. Then it follows by [Gro71] that

π∗(M̃
S)|U ∼= π∗|π−1(U)(M̃

S |π−1(U))

∼= π∗|π−1(U)(M̃(f)

S
)

∼=
⊕

0≤p<Q

(xp(MS′)(f))
∼S′

∼= (
⊕

0≤p<Q

(x̃pMS′

S′

))|U .

�

Theorem 3.12. For any coherent sheaf F on Pn, any µQ-sheaf G on P(Q) and an arbitrary
character p ∈ µ∗

Q there is an isomorphism

πp∗(π
∗F ⊗OPn G) ∼= F ⊗OP(Q)

πp∗G.

Proof. See [Can00, Proposition 1.5] for a proof. �

Corollary 3.13. π
µQ

∗ ◦ π∗ ∼= idCoh(P(Q)).

Proof. For any coherent sheaf F on P(Q) there is an isomorphism

π
µQ

∗ ◦ π∗F ∼= π
µQ

∗ (π∗F ⊗OPn OPn)

∼= π
µQ

∗ π∗F ⊗OP(Q)
π
µQ

∗ OPn

∼= F ⊗OP(Q)
OP(Q)(−|0|) ∼= F ,

using the last theorem. �

Remark. Unfortunately the the functors

π
µQ

∗ : µQ-Coh(Pn)→ Coh(P(Q))

and π∗: Coh(P(Q))→ µQ-Coh(Pn)

do not define equivalences of categories, see [Can00].

Sheaves of Regular Differentials

Following Dolgachev, respectively Canonaco we define ΩS′ := ΩS′/k to be the module of k-
differentials, for all i ∈ N we put ΩjS′ := ΛjΩS′ with the usual converntion Ω0

S′ := S′. Then
of course ΩjS′ is a free S′-module via the canonical derivation d: S ′ → ΩS′ with basis

{dyi1 ∧ . . . ∧ dyij |0 ≤ i1 < . . . < ij ≤ n}.

These modules have a natural Z-grading induced by the weights of the yi:

deg(dyi1 ∧ . . . ∧ dyij ) := qi1 + . . .+ qij .
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Remark. Since the modules are free with the introduced grading we obtain a graded isomorphism
of degree zero by

ΩjS′ =
⊕

0≤i1<...ij≤n

S′(−qi1 − . . .− qij ).

Now for each j < 0 we define the degree zero morphisms

∆j : ΩjS′ → Ωj−1
S′

dyi1 ∧ . . . ∧ dyij 7→

j∑

l=1

(−1)l−1qil · yil · dyi1 ∧ . . . ∧ d̂yil ∧ . . . ∧ dyij .

Hence by definition of the maps we obtain a complex

0→ Ωn+1
S′

∆n+1

−−−→ ΩnS′

∆n

−−→ . . .
∆2

−−→ Ω1
S′

∆1

−−→ S′ → 0

which is just the Koszul complex of the regular sequence (q0t0, . . . qntn) and so it is exact everywhere
except for the first position, where we have coker(∆1) = S′/(q0t0, . . . , qntn) ∼= k.
Since it turns out to be more useful we set Ω

j

S′ := im(∆i+1) = ker(∆i) and will mainly work with
the following

Definition 3.14. For every j the sheaves Ω
j

P(Q) := (Ω
j

S′)∼ with the induced grading are called

sheaves of regular differential j-forms. Moreover we put Ω
j

P(Q)(l) := (Ω
j

S′(l))∼ for the twist
by l ∈ Z ∼= An−1(P(Q)).

Remark. Since Ω
n+1

S′ = 0 and by the above remark we have

Ω
n

P(Q)
∼= (Ω

n

S′)∼ ∼= (S′(−q0 − . . .− qn))
∼ ∼= OP(Q)(−|Q|).

Since the spaces P(Q) are normal there is another natural way to define differential sheaves:

Definition 3.15. Denote by i: Xreg → X the set of regular points of X = P(Q). Then for every
j > 0 we define the Zariski sheaf of germs of j-forms to be

Ω̃jX := i∗Ω
j
Xreg

.

We refer to [Oda88] for more about those sheaves, which can be defined on every toric variety.
The important result is that on P(Q) these sheaves coincide with the sheaves of regular differentials,
i.e.

Ω̃jP(Q)
∼= Ω

j

P(Q).

See [Dol82, 2.2.4] for a proof of this statement. This particularly means that Ω
j

Pn
∼= Ω̃jPn

∼= ΩjPn

and so the our new sheaves really generalize the differential sheaves on Pn.
Note that we also have the sheaf of regular j-forms in the special case of P(Q) = Pn, where µQ

naturally acts on ΩjS by

((ξ0, . . . , ξn), dxi1 ∧ . . . ∧ dxij ) 7→ ξi1 . . . ξijdxi1 ∧ . . . ∧ dxij ,

and so all maps ∆j are µQ-morphisms, hence Ω
j

Pn(l) ∈ µQ-Coh(Pn).

Generalized Euler and Koszul Sequences

Theorem 3.16 (Generalized Euler short exact sequence). Let X = P(Q) a weighted projective
space of dimension n with toric divisors D0, . . . , Dn. Then there is an exact sequence

0 −→ Ω
1

P(Q) −→
n⊕

i=0

OP(Q)(−Di)




q0y0

...
qnyn




−−−−−−→ OP(Q) −→ 0.
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Proof. See [VB94, Section 12] for a more general result for complete simplicial toric varieties. �

Identifying the divisorsDi with elements of Zn+1 the generalized Euler sequence basically comes
from the following surjection of S ′-modules

n⊕

i=0

S′(−Di)




q0y0

...
qnyn




−−−−−−→ S′ → 0.

We therefore obtain the Koszul complex of this matrix:

0 −→ S′(
n∑

i=0

−Di) −→ . . . −→
n⊕

i<j

S′(−Di −Dj)
n⊕

i=0

S′(−Di)




q0y0

...
qnyn




−−−−−−→ S′ → 0.

and so by tensoring with OP(Q) we get a generalized Koszul complex on P(Q):

. . .→
n⊕

i<j

OP(Q)(−Di −Dj)→
n⊕

i=0

OP(Q)(−Di)




q0y0

...
qnyn




−−−−−−→ OP(Q) → 0.

To simplify this a little bit we can delete the weights from the coordinate vector by the following
transformation

⊕n
i=0OP(Q)(−Di)




q0y0

...
qnyn




//

∼=



q0 0

. . .
0 qn




��

OP(Q) // 0

⊕n
i=0OP(Q)(−Di) 



y0

...
yn




// OP(Q) // 0.

We will use these sequences several times in the next chapters.

The Cohomology of OP(Q)(i)

Recall that we defined OP(Q)(i) := S̃′(i). For f ∈ S′ there is a natural homomorphism S ′
i → S′(i)(f)

by a 7→ a
1 and inducing the so called Serre homomorphism

αi: S
′
i → H0(P(Q),OP(Q)(i)).

Theorem 3.17. The Serre homomorphism αi: S
′
i → H0(P(Q),OP(Q)(i)) is an isomorphism for

all i ∈ N. Moreover

Hj(P(Q),OP(Q)(i)) =

{
S′
−n−|Q| , j 6= 0, n

0 , else

Proof. See [Dol82, section 1.4] for a proof. �
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Let PS′(t) denote the Poincaré series of S ′ with coefficients ai determined by

PS′(t) :=

∞∑

i=0

ai · t
i :=

n∏

j=0

(1− tqj )−1.

Then we have the following Corollary as a direct consequence of the theorem:

Corollary 3.18. The dimension of the cohomology groups can easily be read of from the Poincaré
series, i.e.

dimkH
j(P(Q),OP(Q)(i)) =





ai , j = 0

0 , j 6= 0, n

a−i−|Q| , j = n

Proof. This follows directly from ai = dimkS
′
i and gives us a good way to compute the dimensions.

�

The Cohomology of Ω
i

P(Q)(l)

The proofs of the results presented in this section can be found in [Dol82, section 2.3].

Notation. For ∅ 6= I ⊂ {0, . . . , n} we denote by |QI | the sum
∑
i∈I qi and define

h(j, i; l) := dimkHj(P(Q),Ω
i

P(Q)(l)),

where as before ai denotes the dimension of the i-th graded part of S ′.

With these useful notations we can compactly formulate the next

Theorem 3.19. For all twists l ∈ Z we have

• h(0, i; l) =
∑

#I=i

al−|QI | − h(0, i− 1; l) ∀i ≥ 1,

• h(j, i; l) = 0 , if j 6= 0, i, n,

• h(i, i; 0) = 1 , i = 0, . . . , n,

• h(n, i; l) =
∑

#I=n+1−i

a−n−|QI | − h(n, i− 1; l) ∀i ≥ 1.

Corollary 3.20 (Bott-Steenbrink). Most of the cohomology groups vanish:

• H0(P(Q),Ω
i

P(Q)(l)) = 0, if l < min{|QI |: #I = i} and

• Hn(P(Q),Ω
i

P(Q)(l)) = 0, if n > −min{|QI |: #I = n+ 1− i}

• If l > 0 then the group Hj(P(Q),Ω
i

P(Q)(l)) is only in the case where j = 0 and l >
min{|QI |: #I = i} is nonzero.
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3.3 Induced Morphisms

Fix Q = (q0, . . . , qn). Given a morphism OPn(−|r|)
·xr

−−→ OPn for an arbitrary r ∈ Nn+1, we would
like to know how the induced morphism π∗x

r for the map π: Pn → P(Q) looks like, i.e. which
morphism makes the following diagram commutative:

π∗OPn(−|r|)
π∗x

r

//

∼=
��

π∗OPn

∼=
��⊕

0≤p<Q

OP(Q)(−|r| − |p|) //
⊕

0≤p′<Q

OP(Q)(−|p
′|).

Therefore we consider the corresponding maps on the homogeneous coordinate rings. There we
have:

S(−|r|)
·xr

//

∼=
��

S

∼=
��⊕

0≤p<Q

xpSQ(−|r|)
·xr

//
⊕

0≤p′<Q

xp
′

SQ,

thus for fixed p and α ∈ Z we obtain for the α-graded parts

xpSQ(−|r|)α
·xr

//

∼=
��

⊕
0≤p′<Q

(xp
′

SQ)α

∼=
��⊕

a∈Zn+1

|p|+|aQ|=α−|r|

k · xp+aQ

·xr
//

⊕
0≤p′<Q

|p′|+|cQ|=α

(
⊕

c k · x
p′+cQ).

Hence, going another step down, for a single monomial the morphism we are looking for has to
look like this

xp+aQ
xr

// x(r+p)+aQ

ya

OO

yb

// ya+b

OO

and we can write
x(r+p)+aQ = xp

′+(a+b)Q

where b and p′ < Q are uniquely determined by division with remainder. So for the modules this
means ⊕

0≤p<Q

(xpSQ(−|r|))α xr

//
⊕

0≤p′<Q

(xp
′

SQ)α

⊕
0≤p<Q

(xpS′(−|r| − |p|))α

∼=

OO

(fp,p′ )p,p′

//
⊕

0≤p′<Q

(xp
′

S′(−|p|))α,

∼=

OO

where we set
fp,p′ = yb ⇔ r + p = bQ+ p⇔ p′ = r + p− bq

and zero else. It follows directly that the matrix (fp,p′)p,p′ is an elementary matrix. The map does
not depend on α, which means we can write the whole diagram down again without the subindex
α.
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Let us now consider a finitely generated S- module F , which by definition has a finite representation,
i.e for some αi and βj we have an exact sequence

⊕

j

S(βj)
(fij)i,j
−−−−→

⊕

i

S(αi)→ F → 0

with fi,j = λi,jx
ri,j for λi,j ∈ k possibly zero. The exactness of the Grothendieck functor gives us

a sequence of sheaves

⊕

j

OPn(βj)
(fij)i,j
−−−−→

⊕

i

OPn(αi)→ F̃ =: F → 0.

Now we apply the exact functor π∗ to this sequence and obtain

⊕

j

⊕

0≤p<Q

OP(Q)(βj − |p|)
(f̃i,j)i,j
−−−−−→

⊕

i

⊕

0≤p′<Q

OP(Q)(αi − |p
′|)→ π∗F → 0,

where (f̃i,j)i,j is the induced block-matrix with entries fi,j = (fp,p
′

i,j )p,p′ and

fp,p
′

i,j =

{
yb

p,p′

i,j , if ri,j + p = bp,p
′

i,j Q+ p′

0 , else
.

Example 3.21. Let Q = (1, 1, 2) and r = (2, 3, 5). Then |r| = 10, p, p′ ∈ {(0, 0, 0), (0, 0, 1)} and
we get the induced morphism

OP(Q)(−11)⊕OP(Q)(−10)
π∗(xr)
−−−−→ OP(Q)(0)⊕OP(Q)(−1)→

⊕

χ

πχ∗F → 0

with

π∗(x
r) =

(
0 y(2,3,2)

y(2,2,3) 0

)
.

Example 3.22. In the same way as before we can push down the Euler-sequence on Pn to obtain

π∗Ω
1
Pn → (n+ 1)


 ⊕

0≤p<Q

OP(Q)(−1− |p|)


 M
−→

⊕

0≤p′<Q

OP(Q)(−|p
′|)→ 0,

where M is a matrix consisting of n+ 1 blocks and the i-th block is an elementary matrix, whose
nonzero elements are either yi or 1 in case of b = 0.

Example 3.23. We consider again P(Q) = P(1, 1, 2). Then the induced Euler sequence with three
2× 2-blocks is given by

0→ π∗Ω
1
P2 → 3(OP(Q)(−1)⊕OP(Q)(−2))




y0 0
0 y0
y1 0
0 y1
0 1
y2 0




−−−−−−→ OP(Q) ⊕OP(Q)(−1)→ 0.

Now it is easy to see that each column corresponds to the sequence for a single character, i.e.

0→ π
µQ

∗ Ω1
P2
∼= Ω

1

P(Q) → 2OP(Q)(−1)⊕OP(Q)(−2)

( y0
y1
y2

)

−−−−→ OP(Q) → 0

and

0→ π
(0,0,1)
∗ Ω1

P2 → 2OP(Q)(−2)⊕OP(Q)(−1)

( y0
y1
1

)

−−−−→ OP(Q)(−1)→ 0.
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Remark. The rows of the form (0, . . . , 0, 1, 0 . . . , 0) can always be deleted by a process similar to
the Gaussian elimination known from linear algebra, since such a row does not have any influence
on the cokernel.

Example 3.24.

0 // π(0,0,1)
∗ Ω1

P2
// 2OP(Q)(−2)⊕OP(Q)(−1)

( y0
y1
1

)

// OP(Q)(−1) // 0

0 // 2OP(Q)(−2) //

∼=

OO

2OP(Q)(−2)⊕OP(Q)(−1)

(
1 0 −y0
0 1 −y1
0 0 1

)
∼=

OO

(
0
0
1

)// OP(Q)(−1) // 0

So we get
π

(0,0,1)
∗ Ω1

P2
∼= 2OP(Q)(−2)

as a byproduct. We will see in the next chapter that this is not just good luck, i.e. all the sheaves
of the form πχ∗ ΩiPn are isomorphic to a direct sum of twisted structure sheaves.

In the next chapter we will see how we can get concrete resolutions in terms of structure and
differential sheaves, which is the main tool we need to classify some toric sheaves on weighted
projective planes.
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3.4 Chow Rings

In this section we compute some Chow Rings and morphisms between them for weighted projective
spaces by using the intersection theory on toric varieties which we have introduced in the last
chapter.

Example 3.25. We will calculate the Chow ring A∗(P(1, 1, 2)) = A∗(X), so we first of all have to
look at the Chow groups Ai(X) in detail, since they determine the relations we need to know for
the computation of the Minkowksi weights. Let the rays and cones be denoted as in the picture
below

{0}

σ0

σ1

σ2

(1,0)

ρ1

(0,1) ρ2

(−1,−2) ρ0

A0(X): We know that A0(X) is generated by the three cones σ0, σ1 and σ2 with three relations given
by the rays ρi. This gives rise to a lengthy computation:

– ρ0: We have M(ρ0) = {u = (0, u2)|u2 ∈ Z} and nσ1,ρ0 = (0, 1), nσ2,ρ0 = (0,−2) for
the generators (note here that σ0 + ρ0 and therefore σ0 does not play a role in the
computation). Thus

div(χ(u)) = div(χ(0, u2)) = u2[V (σ1)]− 2u2[V (σ2)].

– ρ1: Here we have M(ρ1) = {u = λ · (2,−1)|λ ∈ Z}, nσ0,ρ1 = (0, 1) and nσ2,ρ1 = (1, 0),
so

div(χ(u)) = div(χ(2λ,−λ)) = −λ[V (σ0)] + 2λ[V (σ2)].

– ρ2: Analogously for the third caseM(ρ2) = {u = (u1, 0)|u1 ∈ Z}, nσ0,ρ2 = (−1, 0),nσ1,ρ2 =
(1, 0) and therefore

div(χ(u)) = div(χ(u1, 0)) = −u1[V (σ0)] + u1[V (σ2)].

A1(X): The group A1(X) is generated by the ρi with one relation coming from the zero cone, namely
(since Nρi

/N{0} = Nρi
/N ∩ {0} = Nρi

3 nρi
is simply the primitive vector in ρi)

div(χ(u)) = u1 · [V (ρ0)] + (−u1 − 2u2) · [V (ρ1)] + u2 · [V (ρ2)],
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where u = (u1, u2) ∈M({0}) = M ∩ {0}⊥ = M ∼= Z2.

A2(X): A2(X) is easy to determine, since it is generated by {0} and has no relations, it is isomorphic
to Z.

As a direct consequence of the last calculation we obtain

A2(X): A2(X) ∼= Hom(A2(X),Z) ∼= Z. Note that the direct calculation of A2(X) is not much more
complicated: A2(X) ∼= MW 2(X) = {c: {0} → Z} ∼= Z, since ∆(2) = {{0}}.

A1(X): The group A1(X) is isomorphic to all functions c: ∆(1) → Z that vanish on the one given
relation, i.e.

0 = u1 · c(ρ0) + (−u1 − 2u2) · c(ρ1) + u2 · c(ρ2)

= u1 · (c(ρ0)− c(ρ1)) + u2 · (c(ρ2)− 2c(ρ1)) ∀u ∈M.

This condition is equivalent to say that c(ρ0) = c(ρ1) and c(ρ2) = 2c(ρ0), i.e. c(ρ0) ∈ Z is
arbitrary and the rest uniquely determined, so A1(X) ∼= Z.

A0(X): For A0(X) we have a similar computation, consider maps c: ∆(0) → Z such that for all u, λ
as given above

u2(c(σ1)− 2c(σ2)) = 0

λ(−c(σ0) + 2c(σ2)) = 0

u1(c(σ1)− c(σ0)) = 0.

Hence the conditions are c(σ0) = c(σ1) and c(σ0) = 2c(σ2) which simply means that c(σ2)
can be chosen arbitrary and so A0(X) ∼= Z. To summarize all this we remark that the Chow
ring A∗(X) ∼= Z⊕ Z⊕ Z of P(1, 1, 2) is the same as the Chow ring of P2.

After having computed the last example very explicitly, we will be a little bit sketchier in the
next one

Example 3.26. Let p, q ∈ Z with gcd(p, q) = 1 and consider the weighted projective space
X = P(1, p, q). Since

0→ Z2

(
p −1 0
p+q −1 −1

)

−−−−−−−−−→ Z3

(
1
p
q

)

−−−→ Z→ 0

is exact and the matrices have primitive columns, the fan of the complete toric variety P(1, p, q) is
spanned by the rays

ρ0 :=

(
p

p+ q

)
ρ1 :=

(
−1
−1

)
ρ2 :=

(
0
−1

)
.

Then in the same way as before we see that

A1(X): the group A1(X) is given by all Minkowski weights c such that

(pu1 + (p+ q)u2) · c(ρ0) + (−u1 − u2) · c(ρ1) + (−u2) · c(ρ2) = 0,

which is equivalent to c(ρ1) = p · c(ρ0) and (p + q) · c(ρ0) = c(ρ)1 + c(ρ2). This means that
c(ρ0) is arbitrary and the other values are fixed, hence A1(X) ∼= Z.

A2(X): The fact A2(X) ∼= Z is again easily checked, as in the case of

A0(X): where we have A0(X) ∼= Z by a computation along the same lines as before.

Next we will compute how the dominant toric morphism π: Pn → P(Q) looks like on the level
of Chow rings, i.e. we want to know more about the map

π∗: A∗(P(Q))→ A∗(Pn)

in some special cases. We use proposition 2.64 in order to do so.
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Example 3.27. Let X(∆) = P(1, 1, 2) with rays and cones denoted as in the example above and
let X(∆′) = P2 given by the fan

{0}

σ′
0

σ′
1

σ′
2

(1,0)

ρ′1

(0,1) ρ′2

(−1,−1) ρ′0

Moreover let π: X(∆′) = P2 → P(1, 1, 2) = X(∆) and c: ∆(1) → Z a Minkowski weight.
To see how π∗c looks like we assume without loss of generality that c ∈ A1(X) ∼= Z corresponds
to the positive generator 1, i.e. c(ρ0) = 1. Then by proposition 2.64 we see that

(π∗c)(ρ′i) = c(ρi) · [N : (Ψ(N ′) +Nρi
)]

=

{
1 · 2 , if i = 0, 1

2 · 1 , if i = 2

= 2

which can directly be read of from the toric morphism π by calculating the index of the lattices.
Thus the map is multiplication by 2. Clearly for c: ∆(2) ∼= {{0}} → Z with c({0}) = 1 we get the
same result, i.e.

(π∗c)({0′}) = c({0}) · [N : (Ψ(N ′) +Nρi
)] = 1 · 2 = 2.

The only thing left to show is that f∗ acts on the positive generator of A0(X), which is the weight
c determined by c(σ2) = 1 and c(σ0) = 2 = c(σ1), also as multiplication by two, but this is easy to
see:

(π∗c)(σ′
i) = c(σi) · [N : (Ψ(N ′) +Nσi

)]

=

{
2 · 1 , if i = 0, 1

1 · 2 , if i = 2

= 2.

Hence

π∗: A∗(P(1, 1, 2))→ A∗(P2)

c 7→ 2 · c.

Example 3.28. This time we consider the weighted projective surfaces P(1, p, q) = X(∆) for some
positive integers p, q with gcd(p, q) = 1. Let c: ∆(1) → Z be the generating Minkowski weight with
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c(ρ0) = 1, c(ρ1) = p and c(ρ2) = q. Then

(π∗c)(ρ′i) = c(ρi) · [N : (Ψ(N ′) +Nρi
)]

=





1 · (p · q) , if i = 0

p · q , if i = 1

q · p , if i = 2

= p · q

Moreover, for the weight c: {0} → Z with c({0}) = 1 we see that

(π∗c)({0′}) = c({0}) · [N : (Ψ(N ′) +Nρi
)] = p · q.
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4 The Theorem of Beilinson

The theorem of Beilinson, giving explicit bounded resolutions in terms of vector bundles for every
coherent sheaf on projective space, was discussed and generalized in many ways since it has been
published in 1978. For example Ancona and Ottaviani [VA89] extended it to Schubert varieties and
Kapranov [Kap88], respectively [Kap84] to certain quadrics. Recently Alberto Canonaco [Can00]
introduced similar Beilinson-resolutions on weighted projective spaces. Since the proofs of those
theorems and the strongest formulations are based on the language of derived categories, we start
this chapter by recalling some basics from category theory. This will enable us to give the proofs
and state the main ideas of Beilinson and Canonaco, before closing with some examples.

4.1 Category Theory

In this section we introduce derived categories to give some ideas what they are used for and to
present some properties we will use later on. Everything presented here can be found in the stan-
dard literature, see for example [Ver94] or [Huy06] for good introductions. Since we have to fix
the notation anyway it seems reasonable to recall what we need. We assume familiarity with the
basic notions such as additive and abelian categories, functors, natural transformations etc.

Derived Categories

Definition 4.1. Let A be an abelian category. A complex X of objects in A is an ordered set of
pairs (Xn, dnX)n∈Z where Xn ∈ Ob(A) are objects for all n and dn: Xn → Xn+1 morphisms with
the property dn+1

X ◦ dnX = 0 for all n, so it can be seen as a sequence

. . .→ Xn−1 dn

−→ Xn dn+1

−−−→ Xn+1 → . . . (4.2)

such that the composition of two morphisms is zero. We call d := (dn)n∈Z := (dnX)n∈Z the
differential of X. A morphism of complexes f : X → Y is a sequence of morphisms

(fn: Xn → Y n)n∈Z,

such that the following diagram commutes

. . . // Xn−1
dn−1

X //

fn−1

��

Xn
dn

X //

fn

��

Xn+1
dn+1

X //

fn+1

��

. . .

. . . // Y n−1

dn−1
Y

// Y n
dn

Y

// Y n+1

dn+1
Y

// . . . .

Having defined objects and morphisms we can form the category C(A) of complexes of
A. Similarly we define Cb(A) to be the category of bounded complexes of A, that is the full
subcategory of C(A) whose objects consist of all X with all but finitely many Xn zero.

Remark. Every object X in A can be seen as a complex in its own rights by setting X0 := X,
Xn := 0 for all n 6= 0 and with differential the zero map. Hence we can embed A as a full
subcategory of C(A).

Definition 4.3. We say that two morphisms of complexes f, g: X → Y are homotopic, and
we will write f ∼ g, if there is a sequence of maps k := (kn)n∈Z, called a homotopy, such that
kn ∈ HomA(Xn, Y n−1) and

fn − gn = dn−1
Y ◦ kn + kn+1 ◦ dnX
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for all n. This can be visualized by the following diagram

. . . // Xn−1
dn−1

X //

fn−1

��
gn−1

��

Xn
dn

X //

fn

��
gn

��kn{{xx
xx

xx
xx

x
Xn+1

dn+1
X //

fn+1

��
gn+1

��kn+1{{xx
xx

xx
xx

x

. . .

. . . // Y n−1

dn−1
Y

// Y n
dn

Y

// Y n+1

dn+1
Y

// . . . .

The relation ∼ on C(A) is in fact an equivalence relation and moreover compatible with the
composition of morphisms, i.e. if

X
f //
g

// Y
f ′

//
g′

// Z

and f ∼ g, f ′ ∼ g′ then we automatically have f ′ ◦ f ∼ g′ ◦ g. This leads to a well defined next

Definition 4.4. The homotopy category K(A) is the category obtained from C(A) by setting
Ob(K(A)) = Ob(C(A)) and

HomK(A)(X,Y ) = HomC(A)(X,Y )/ ∼ .

Again, by Kb(A) we denote the subcategory of bounded complexes.

Remark. If A is an additive category, then so is K(A), but if A is abelian, it might happen that
K(A) looses this property.

Definition 4.5. As in topology we can now define for every complex X ∈ Ob(C(A)) and every
integer n the n-cycle Zn(X) := Ker(dnX), the n-boundary Bn(X) := Im(dn−1

X ) and the n-th
cohomology to be

Hn(X) := Zn(X)/Bn(X) := Coker(Im(dn−1
X )→ Ker(dnX)).

Lemma 4.6. Every morphism f : X → Y gives rise to a morphism on n-th cohomology Hn(f): Hn(X)→
Hn(Y ) for every n. Moreover, if g is a morphism homotopic to f , then Hn(f) = Hn(g) for all
n ∈ Z This means that applying the functor Hn factors through the homotopy category, i.e. the
diagram

C(A)
Hn

//

π
##GG

GG
GG

GG
G

A

K(A)

∃

== ,

where π denotes the natural map taking a morphism to its class, commutes.

Lemma 4.7. Suppose that there is an exact sequence of complexes

0→ X
f
→ Y

g
→ Z → 0

i.e. exact at every position, then there is an induced long exact cohomology sequence

. . . −→ Hn(X)
Hn(f)
−−−−→ Hn(Y )

Hn(g)
−−−−→ Hn(Z)

δn

−→ Hn+1(X)
Hn+1(f)
−−−−−−→ . . . .

Proof. For the proofs of the last two statements see for example [Wei94] �

So we see that cohomology behaves well on the homotopy category and we can make use of
the long exact cohomology sequence. Thus we can compare two different complexes by studying
their behavior on the level of cohomology. If two complexes have isomorphic cohomology they are
considered quite similar and we would like to identify them in another category, which we will then
call the derived category of A. To make this precise and to describe derived categories effectively
we need one last notion, namely the following
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Definition 4.8. A morphism f : X → Y in C(A) is called a quasi isomorphism or by abuse of
notation simply a qis if Hn(f): Hn(X)→ Hn(Y ) is an isomorphism for each n.

Since the composition of two quasi isomorphisms is again a quasi isomorphism and by the last
remarks the notion of a qis also makes sense in the homotopy category. The next theorem now
ensures us that the derived category, the category which makes qis in K(A) invertible, exists unique
up to isomorphism:

Theorem 4.9. For every abelian category A there exists a category D(A), called the derived

category, and a functor Q: C(A) → D(A) such that for every qis f the morphism Q(f) is an
isomorphism in D(A) and we have the following universal property:
Let F : C(A) → D be an arbitrary functor into a category D which makes qis invertible, then F
factors uniquely through Q, i.e.

C(A)
Q //

F
""DD

DD
DD

DD
D(A)

∃!
||

D

.

Proof. A proof can be found in See [Huy06, Theorem 2.7] �

This pure existence statement is almost useless for applications, so let us at least characterize
the morphisms in our new category.

Proposition 4.10. A morphism in D(A) between two objects X and Y , denoted by X // Y
to distinguish it from a morphism in K(A), is given by a triple (g, h, Z), where Z is a complex,
g: Z → X, h: Z → Y are morphisms and g additionally is a qis. Roughly speaking the morphism
f is obtained by composition of the inverse of the qis g and the morphism of complexes h.

Remark. Choosing Z = Y and h = idY one sees, using this description, that quasi isomorphism
are in fact invertible in D(A). Moreover we can now declare two complexes X and Y to be
equivalent and write X ∼ Y , if they are isomorphic in D(A). Note however that in this case their
cohomology is isomorphic, but in general there is no quasi isomorphism between them!

Objects of the derived category are again the same as the objects in the homotopy category,
but morphisms in D(A) do not correspond to ”real” morphisms of complexes in general. If so,
then we loose the notion of kernels and cokernels, which means that D(A) is not abelian and in
particular we can not speak about exactness anymore. This defect can partially be supplied by
the triangulated structure every derived category inherits and which we will introduce next.

Triangulated Categories

Definition 4.11. For every category of complexes C(A) we define the shift functor of degree i
to be the functor T i: C(A) → C(A) which assigns to every complex X and every integer n the
complex T (X) with

(T i(X))n := Xn+i (4.12)

dnT i(X) := (−1)idn+i
X (4.13)

and to every morphism f a corresponding T i(f) with

(T i(f))n := fn+i.

We will mainly use this definition in the case of i = 1, where we will simply write T := T 1.
This is especially important for the following

Definition 4.14. Let f : X → Y be a morphism of complexes. Then we denote by Cone(f) or
Cone(X → Y ) the mapping cone of f , which is a complex in C(A) defined by

Cone(f) := T (X)⊕ Y (4.15)

dCone(f) :=

(
T (dx) T (f)

0 dY

)
(4.16)

47



Remark. For any given cone we have canonical morphisms of complexes

if : Y → Cone(f) inf =
(
0 idY n

)

and

pf : Cone(f)→ X[1] pnf =

(
idXn+1

0

)
.

Definition 4.17. We call a sextuple (A,B,C, u, v, w) given by a sequence of the form

A
u
→ B

v
→ C

w
→ T (A)

for A,B,C ∈ Ob(C(A)) and u, v, w ∈ Hom(C(A)) a triangle. Such a triangle is called distin-
guished if it is isomorphic to

X
f
→ Y

if
→ Cone(f)

pf

→ T (X)

for some cone in C(A). A morphism of triangles is given by a triple (f, g, h) such that the
following diagram is commutative

X
u //

f

��

Y
v //

g

��

Z
w //

h

��

T (X)

T (f)

��
X ′

u′
// Y ′

v′
// Z ′

w′
// T (X ′).

Definition 4.18. We say that K(A), together with the distinguished triangles given by the shift
operator and morphisms of triangles, is a triangulated category. We say that D(A) is triangu-
lated or has a triangulated structure.
Moreover, we call every subcategory S ⊂ K(A) that is closed with respect to T and has the prop-
erty that for every f : X → Y in HomS(X,Y ) the morphisms Cone(f), if and pf also belong to
S a triangulated subcategory.

Remark. The usual definition of a triangulated category starts with a more general T and is
defined by four axioms on the distinguished triangles with respect to this T . Since we only need
this language in the special case of the derived category of coherent sheaves on Pn with the above
defined shift functor, this definition will be sufficient for us to proceed.

Derived Functors

The idea of derived functors is the following: Given two abelian categories A and B and an additive
functor F between them, it is always possible to extend F to a ∂-functor

F : Kb(A)→ K(B),

i.e. a functor that commutes with the shift functor T and preserves triangles, but we would like
to go on and carry this functor over to the derived category, i.e. to an

F̂ : Db(A)→ D(B),

which also preserves triangles and, applied to a morphism of complexes, quasi-isomorphisms. In
general, without further assumptions, this is unfortunately too much to ask for. In some cases we
can achieve a functor RF called the right derived functor (of course there is also an analogously
defined left derived functor), which is in some sense pretty close to the original F . We will not give
a general definition of RF (you might look this up in [Har66] or [PH71]), but the next theorem
at least ensures us the existence in the cases we need them and even more important it tells us
when it coincides with F . We need a last
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Definition 4.19. Assume that RF exists, then we define for every object X in A

Rn(F (X)) := Hn(RF (X))

and call this object F -acyclic, if

Rn(F (X)) = 0 ∀n 6= 0.

Recall that an elementX ∈ Ob(K(A)) is called exact if all its cohomology is zero, i.e. Hn(X) = 0
for all n ∈ N. Then we have the following

Theorem 4.20. Let A and B be abelian categories, F : Kb(A) → K(B) a ∂-functor and S be a
triangulated subcategory of Kb(A), such that every object of Kb(A) is quasi-isomorphic to an object
of S and for all exact objects S ∈ Ob(S) the object F (S) is also exact, then:

1. F has a derived functor RF .

2. Suppose that there is an n0 such that for all n ≥ n0 and all Y ∈ Ob(A) we have Rn(F (Y )) =
0. If X is a complex of F -acyclic objects, that is X i is F -acyclic for every i, if follows that
RF (X) = F (X).

Proof. The proof can be found in [Har66, Corollary 5.3, p.56-58] �

Recall that we say a category has enough injectives, respectively projectives, if every object
of the category is isomorphic to a subobject of an injective, respectively to a factorobject of a
projective object.

Lemma 4.21. Let A be an abelian category with enough injectives and projectives. Suppose for
M,N ∈ Ob(K(A)) that all higher Ext-objects vanish, i.e.

Extp(M i, N j) = 0 ∀i, j and p > 0.

Then every morphism in Db(A) can be lifted to an actual morphism of complexes, to be precise

HomDb(A)(M,N) = HomKb(A)(M,N).

Proof. [Kap88, Lemma 1.6] �

Note that the category of sheaves of OX -modules on a scheme X always has enough injectives
, see for example [Har77, Proposition 2.2, p. 207], and the category of coherent sheaves on Pn

has also enough projectives, since any sheaf in Coh(Pn) has a (finite) resolution in terms of vector
bundles, which correspond to projective modules (see [Eis96, Appendix 3] or [Har77] ). Before we
can proof Beilinson’s theorem we need another rather technical lemma.

Lemma 4.22. Let f : X → Y be a separated morphism of schemes, U be an open affine covering
and let F be a quasi-coherent. Then the Čech cohomology groups with respect to U are f∗-acyclic,
i.e.

Rnf∗(C
i(U ,F)) = 0 ∀n, i

Proof. [Har66, Proposition 3.2, p.149] �
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4.2 The Classical Beilinson Theorem

In 1978 A.A. Beilinson published an only two pages long paper which reduced the problem of
finding all coherent sheaves on Pn (Beilinson was mainly interested in finding all vector bundles
between them) to a pure problem of linear algebra. However, it turned out that linear algebra can
be very hard and classification was only possible in special cases, see for example [CO80], [Bar77]
or [WB78] for more on these questions. Since we are only considering the subclass of toric sheaves
it is reasonable, having good tools at hand to filter those sheaves, to hope that one should have
less linear algebra problems and hopefully more success solving classifying problems .
Since the original paper of Beilinson is practically unreadable, Kapranovs terminology is incon-
sistent in the english translation and the very well written paper of Ancona and Ottaviani is
practically unavailable, we will reprove the theorem to make clear what the ideas leading to this
important result are.

We need two lemmata from Beilinson’s work to proceed.

Lemma 4.23. Let X = Pn, then for all i, j ∈ N and all p > 0

ExtpX(ΩiX(i),ΩjX(j)) = 0

ExtpX(OX(−i),OX(−j)) = 0.

Lemma 4.24. Let X = Pn, then for all i, j ∈ N

HomCoh(X)(Ω
i
X(i),ΩjX(j)) ∼= Λi−j(V )

HomCoh(X)(OX(−i),OX(−j)) ∼= Si−j(V ∗).

Proof. See [Bei78] for both proofs. �

To give a compact description of Beilinson’s theorem we need to introduce another category

Definition 4.25. For every graded ring R and any natural number l we denote by mod[0,l](R) the
full subcategory of the category mod(R) of R-modules, where each object X ∈ Ob(mod[0,l](R)) is
of the form

r⊕

i=1

R(−ji)

with ji ∈ {0, . . . , l} for all i = 1, . . . , r.

From the last lemma we get on X = Pn two induced additive functors

F̂S : mod[0,l](S(V ∗))→ Coh(X) F̂Λ: mod[0,l](Λ(V ))→ Coh(X)

S(−j) 7→ OX(−j) Λ(−j) 7→ ΩjX(j)

and the theorem of Beilinson states that these two functors extend to functors in the bounded
homotopy, respectively derived category, i.e.

Theorem 4.26 (Theorem of Beilinson; abstract version). Both functors introduced above extend
to exact functors of triangulated categories

FS : Kb(mod[0,l](S(V ∗)))→ Db(Coh(X))

FΛ: Kb(mod[0,l](Λ(V )))→ Db(Coh(X)).

Moreover FS and F∧ are equivalences of categories.

We will not proof the theorem in this generality, the interested reader might look it up in [Bei78],
but should be aware that Beilinson’s proof is only about two pages long and leaves out a lot of
important steps, which makes the paper very hard to read. Since we want to use the theorem of
Beilinson for classification problems we need a another, more concrete version of it:

50



Theorem 4.27 (Theorem of Beilinson; concrete version). Let X = Pn and F ∈ Coh(X). Then
for every l ∈ Z there are two bounded complexes BI and BII of vector bundles which we accordingly
call the Beilinson I, respectively Beilinson II resolution of F , having the following properties:

1. The complexes are exact, except for the 0-th position and we have

Hi(BI(l)) = Hi(BII(l)) =

{
F(l), i = 0

0, i 6= 0
.

2. The resolutions are explicitly given by

(a) BkI (l) =
∑

j+k=i

Hi(F(l)⊗OX(−j))⊗k ΩjX(j)

(b) BkII(l) =
∑

j+k=i

Hi(F(l)⊗ ΩjX(j))⊗k OX(−j)

Proof. The idea of the proof is the following: Find a resolution in terms of the building blocks
OX(−j) and ΩjX(j), which is actually the easy part, then tensorize with F and work within the
derived category using all the theoretical stuff we introduced in the last section in order to obtain
the desired form and in ”real” morphisms from theorem 4.21.
Let p, q: X ×X → X denote the first and second projection map, then with this notation the two
dual Euler sequences

0 −→ OX(−1) −→V ⊗OX −→ (Ω1
X(1))∗ −→ 0

0 −→ Ω1
X(1) −→V ∗ ⊗OX −→ OX(1) −→ 0

induce a morphism
p∗Ω1

X(1)⊗ q∗OX(−1) //

))

V ∗ ⊗ V ⊗OX×X

��
OX×X ,

where the morphism on the right hand side is given by evaluating a functional at a vector, i.e.
V ∗ ⊗ V → k with (f, v) 7→ f(v).
Using the box-tensor notation, writing Ω1

X(1) �OX(−1) for p∗Ω1
X(1)⊗ q∗OX(−1), we claim that

this is contained in the kernel of the surjection OX � OX ∼= OX×X → O∆, where ∆ denotes as
usual the image of the diagonal morphism on X. Hence, we can factor through the ideal sheaf I∆
of ∆ to obtain

Ω1
X(1) �OX(−1) //

�� ))

V ∗ ⊗ V ⊗OX×X

��
0 // I∆ //

��

OX×X

''NNNNNNNNNNNN

0 O∆

&&NNNNNNNNNNNNN

0

To see this, note that Ω1
X
∼= I∆/I

2
∆ by [Har77, Section 2.5] and consider for a point (〈v〉, 〈w〉) ∈

X ×X the stalks of the building blocks:

Ω1
X(1)(〈v〉) = (V/〈v〉)∗ ⊂ V ∗

OX(−1)(〈w〉) = 〈w〉 ⊂ V
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which give us the induced map

(V/〈v〉)∗ ⊗ 〈w〉 //

ϕ

''

V ∗ ⊗ V

��
k,

where f ⊗λw 7→ f(λw) = λf(w). Since (V/〈v〉)∗ contains all linear forms vanishing on 〈v〉, we see
that

(〈v〉, 〈w〉) ∈ ∆⇔ 〈v〉 = 〈w〉 ⇒ ϕ(〈v〉, 〈w〉) = 0

and if 〈v〉 6= 〈w〉 there always exists an f and an element x ∈ 〈w〉 such that f(x) 6= 0. So in this
case ϕ 6= 0. Therefore we get a Koszul complex, i.e. a finite resolution of O∆, by

0 −→ ∧n(Ω1
X(1) �OX(−1)) −→ . . . −→∧1 (Ω1

X(1) �OX(−1))

−→ OX×X −→ O∆ −→ 0

which is, since both Ω1
X(1) and OX(−1) are locally free, isomorphic to

0 −→ ΩnX(n) �OX(−n) −→ . . . −→ Ω1
X(1) �OX(−1) −→ OX×X −→ O∆ −→ 0.

We claim that this sequence is exact. This stems from the observation that first of all the complex is
exact at every position except for the last one and rk(Ω1

X(1)�OX(−1)) = n, rk(OX×X) = 1.Thus
we have n = codim(∆) ≥ n− 1 and so the last morphism has to be surjective.
In the next step we tensorize with q∗F to obtain a resolution of q∗F|∆, namely

0 −→ ΩnX(n) � F(−n)
un−→ . . .

u2−→ Ω1
X(1) � F(−1)

u1−→ q∗F
u0−→ q∗F|∆ −→ 0.

By abuse of notation, we will write Mi for ΩiX(i) � F(−i) and every i. Note that for any short
exact sequence

0 // X // Y // Z // 0

Z is in the derived category equivalent to Cone(X // Y ) and therefore we can write q∗F as
iteration of the cones of morphisms between the Mi. Starting with

Cone(Mn
// Mn−1) = Cone(un),

we go on inductively and arrive at

q∗F|∆ = Cone(. . .Cone(Cone(Cone(Mn
// Mn−1)

// Mn−2) // Mn−3) . . .) .

Since Db(Coh(X)) is triangulated and Rp∗, which exists by theorem 4.20, preserves cones of
morphisms, we obtain an equivalence

F ∼= Rp∗(q
∗F) ∼ Cone(. . .Cone(Cone(Cone(Rp∗Mn

// Rp∗Mn−1)

// Rp∗Mn−2) // Rp∗Mn−3) . . .) .
(4.28)

Next we claim that

Rp∗Mj = Rp∗(Ω
j
X(j) � F(−j)) ∼ ΩjX(j)⊗H(F(−j))

in Db(Coh(X)) where on the right hand side the differentials are zero.
For the proof we choose an affine open covering U of X and consider the Čech complex C :=
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C(U ,F(−j)). Since q is flat and ΩjX(j) locally free, applying q∗ and tensoring by ΩjX(j) is exact,
so it follows that ΩjX(j) � F(−j) and ΩjX(j) � C are equivalent in Db(Coh(X ×X)). Thus

Rp∗(Ω
j
X(j) � F(−j)) ∼ Rp∗(Ω

j
X(j) � C).

Lemma 4.22 tells us now that each term C l occurring in the Čech complex is p∗-acyclic, and using
the Künneth formula (see for example [PH71, Theorem 2.1, p.172] or [Wei94, Theorem 3.6.1,
p.87]):

Hm(Rp∗(Ω
j
X(j) � Cl)) ∼=

⊕

i+j=m

Hi(Rp∗Ω
j
X(j))⊗Hj(Rp∗C

l) = 0 ∀m

we conclude that also ΩjX(j) � Cl is p∗-acyclic, so in this case we know from the second part of
theorem 4.20 that Rp∗ and p∗ coincide, when applied to ΩjX(j) � C, i.e. we have

Rp∗(Ω
j
X(j) � C) = p∗(Ω

j
X(j) � C) ∼ ΩjX(j)⊗H0(X, C).

Thus, we finally get

Rp∗Mj ∼ ΩjX(j)⊗H0(X, C) ∼ ΩjX(j)⊗H(X,F(−j)),

where the last equivalence comes from the fact that the complex C is in Db(Coh(X)) isomorphic to
the complex given by its cohomology, that is the cohomology of F(−j), with all differentials zero.
Lemma 4.23 allows us to make use of lemma 4.21 and so we can lift the dotted arrows in (4.28) to
actual morphisms of complexes in Kb(Coh(X)). We use the notation Gj := Ker(uj) = Im(uj+1)
to split the resolution of q∗F|∆ into short ones in order to correctly calculate the cones:

0 −→ Gj
fj
−→Mj

gj
−→ Gj−1 −→ 0

Then obviously uj = fj−1 ◦ gj and Hj−1 = Cone(fj) by the same argument as before and hence

Rp∗Gj−1 ∼ Cone(Rp∗Gj
Rp∗fj
−→ Rp∗Mj) ∀j.

In the last step we inductively construct complexes Rs with the following two properties:

• Rks =
⊕

j−i=s−k (Rp∗Mj)
i =

⊕
j−i=s−k Hi(F(−j))⊗ ΩjX(j) which is our desired resolution,

and

• Rs ∼ Rp∗Gs−1 in Db(Coh(X)) relating the new complexes to the old ones.

Starting from s = n, inductively going down, there is the natural choice

Rn := Rp∗Mn = Rp∗Gn−1

which has the second property by definition and the first by the properties of the mapping cone in
Kb(Coh(X)). Suppose now that we have already constructed Rs+1 for some s, then the equivalence

Rp∗Gs−1 ∼ Cone(Rp∗Gs
Rp∗fs
−→ Rp∗Ms) and the induction hypothesis Rs+1 ∼ Rp∗Gs imply that

there is a morphism
Rs+1

// Rp∗Ms

in Db(X), which can again be lifted to a morphism

νs: Rs+1
// Rp∗Ms

in Kb(X). We simply define Rs to be the mapping cone of νs in Kb(X), i.e.

Rs := Cone(νs) ∼ Rp∗Gs−1.

So the two properties follow by construction and we finish the proof by remarking that if we change
the roles of ΩjX(j) and OX(−j) we obtain the second resolution without changing the proof. �
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4.3 Beilinson’s theorem on Weighted Projective Spaces

In 2000 Alberto Canonaco showed that the Beilinson theorem can be extended to weighted pro-
jective spaces. The idea was the following: Take a coherent sheaf F on P(Q), then use the finite
map π we introduced in the last chapter to lift this sheaf to Pn. Now apply Beilinson to π∗F to
obtain a resolution, which then can be pushed down again by the exact direct image functor π0

∗

for a resolution of F . The last step involves some technical problems.
In order to state the theorem of Beilinson on Weighted Projective Spaces we need to introduce a
new class of sheaves, which are called sheaves of logarithmic differentials. They are only needed in
this section and can be replaced by less complicated sheaves later on, but nevertheless they occur
when pushing down the differential sheaves on Pn by the functor πχ∗ and we need them for the
building blocks on P(Q).

Logarithmic Differential Forms

Definition 4.29. Let I ⊂ {0, . . . , n} and 1I : {0, . . . , n} → {0, 1} the characteristic function of I.
Define for every j ∈ N the free S ′-module ΩjS′(log yI) generated by

{
dyi1

y
1I(i1)
i1

∧ . . . ∧
dyij

y
1I(ij)
ij

∣∣∣0 ≤ i1 < . . . ij ≤ n

}

and naturally graded by

deg
(

dyi1

y
1I(i1)
i1

∧ . . . ∧
dyij

y
1I(ij)
ij

)
= q

1−1I(i1)
i1

+ . . .+ q
1−1I(ij)
ij

.

We call this the module of logarithmic differentials with respect to I.

Similarly to the case of regular differentials we can now define degree zero morphisms

∆j
I : ΩjS′(log yI)→ Ωj−1

S′ (log yI)

for any fixed index set I by the formula

∆j
I

(
dyi1

y
1I(i1)
i1

∧ . . . ∧
dyij

y
1I(ij)
ij

)

=

j∑

l=1

(−1)l−1qily
1−1I(il)
il

dyi1

y
1I(i1)
i1

∧ . . . ∧
d̂yil

y
1I(il)
il

∧ . . . ∧
dyij

y
1I(ij)
ij

and we set Ω
j

S′(log yI) := im∆j
I , as before with the induced graduation.

Remark. Note that in the case of I = ∅ the definition of logarithmic differentials coincides with
the regular differentials defined in 3.14, i.e.

ΩjS′ = ΩjS′(log y∅)

and ∆j = ∆j
∅ for the morphisms, so the above definition is just an extension of the old one.

Moreover, by the same arguments and the convention S ′ := Ω0
S′(log yI) we obtain that the

sequence

0→ Ωn+1
S′ (log yI)

∆n+1
I−−−→ . . .

∆2
I−−→ Ω1

S′(log yI)
∆1

I−−→ S′ → 0

is the Koszul sequence of (q0y
1−1I(0)
0 , . . . , qny

1−1I(n)
n ).

Definition 4.30. For every I ⊂ {0, . . . , n} we define the sheaf of logarithmic differentials

Ω
j

P(Q)(log y
I) with respect to I to be the sheaf associated to Ω

j

S′(log yI). Analogously we define
for the twist by l ∈ Z

Ω
j

P(Q)(log y
I)(l) := (Ω

j

S′(log yI)(l))∼.
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Recall that we can identify every character χ ∈ µ∗
Q as χ = (p0, . . . , pn) with uniquely determined

0 ≤ pi < qi. Hence we can define

I(χ) := {i ∈ {0, . . . , n}|pi 6= 0}

to be the index set where χ differs from the zero character. With this notation we finally have the
following

Lemma 4.31. For all χ ∈ µ∗
Q and all integers l there is an S(Q)-module isomorphism

(Ω
j

S(l))χ ∼= Ω
j

S′(l)(log yI(χ))(l − |χ|).

Proof. [Can00, Lemma 2.6] �

Corollary 4.32. With the same assumptions as in the lemma there is an isomorphism of coherent
sheaves on P(Q)

πχ∗ ΩjPn(l) ∼= (Ω
j

P(Q))(log y
I(χ))(l − |χ|)

Proof. We have πχ∗ ΩjPn(l) ∼= πχ∗ (ΩjS(l))∼ ∼= (Ω
j

S′(l)(log yI(χ))(l−|χ|))∼, so the proof follows directly
from the last lemma. �

Now we know everything important for the direct images of the building blocks, so we are ready
to proof Beilinson’s theorem on P(Q).

The result of Canonaco

Recall from the last chapter that we denote by µQ-Coh(Pn) the category of coherent sheaves on
Pn on which the group µQ acts on and morphism are those preserving this action. Then the main
ingredient for the proof of Canonaco’s result can be formulated as follows.

Lemma 4.33. Let F ∈ µQ-Coh(Pn), then there are two bounded µQ-complexes ES and EΛ of
vector bundles, such that

EiS =

n⊕

j=0

OPn(−j)⊗k Hj+i(Pn,F ⊗OPn ΩjPn(j))

EiΛ =

n⊕

j=0

ΩjPn(j)⊗k Hj+i(Pn,F ⊗OPn OPn(−j))

and

Hi(ES) ∼= Hi(EΛ) ∼=

{
F , if i = 0

0 , else
.

Remark. Note that this lemma is very similar to Beilinson’s theorem on Pn, with the only dif-
ference that we are working in the category of µQ-sheaves. So the lemma essentially states that
starting with an arbitrary F in µQ−Coh(Pn) all sheaves in the classical Beilinson resolutions can
be chosen to be µQ-sheaves and all morphisms to be µQ-equivariant.

Proof. The idea is again rather simple. We repeat the proof of the theorem on Pn and check at
every step that the objects and morphisms belong to µQ-Coh(Pn). For the sheaves this is quite
easy, but for the morphisms there are technical difficulties involved we don’t want to stress too
much. See [Can00, Proposition 3.2, lemma 3.3] for details. �

Theorem 4.34 (Theorem of Beilinson on Weighted Projective Spaces). Let F ∈ Coh(P(Q)). Then
there are two bounded complexes BQ,I and BQ,II of coherent sheaves on P(Q) with the following
properties:

Hi(BQ,I) = Hi(BQ,II) =

{
F , i = 0

0 , i 6= 0
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and BiQ,I =
⊕n

j=0 V
j+k
j , BiQ,II =

⊕n
j=0W

j+k
j , where

V ij =
⊕

χ∈µ∗
Q

OP(Q)(−j − |χ|)⊗k Hi(P(Q),F ⊗ Ω
j

P(Q)(log y
I(−χ))(j − | − χ|))

W i
j =

⊕

χ∈µ∗
Q

Ω
j

P(Q)(log y
I(χ))(j − |χ|)⊗k Hi(P(Q),F ⊗OP(Q)(−j − | − χ|)).

Proof. We know that π∗F is in µQ-Coh(Pn), so we can apply lemma 4.33 to obtain the complex
ES := ES(π∗F), respectively EΛ := EΛ(π∗F) where

EiS =

n⊕

j=0

P j+kj :=

n⊕

j=0

OPn(−j)⊗k Hj+i(Pn, π∗F ⊗OPn Ωj(j)),

EiΛ =

n⊕

j=0

Rj+kj :=

n⊕

j=0

ΩjPn(j)⊗k Hj+i(Pn, π∗F ⊗OPn OPn(−j))

We put BQ,I := π
µQ

∗ (ES), BQ,II := π
µQ

∗ (EΛ)and see that, since πµQ

∗ is exact,

Hi(BQ,I) ∼= Hi(BQ,II) ∼= Hi(π
µQ

∗ (ES)) ∼=

{
π
µQ

∗ π∗F ∼= F i = 0

0 k 6= 0
.

Now we only have to calculate the direct image functor by using the results from the last chapter,
to obtain the above resolution:

V ij := π
µQ

∗ P ij
∼=
⊕

χ∈µ∗
Q

πχ∗OPn(−j)⊗k Hi(Pn, π∗F ⊗ ΩjPn(j))−χ,

W i
j := π

µQ

∗ Rij
∼=
⊕

χ∈µ∗
Q

πχ∗ ΩjPn(j)⊗k Hi(Pn, π∗F ⊗OPn(−j))−χ

Note since we have to apply πµQ

∗ to a tensor product, the null-character splits via this product and
we have to take the sum over all characters. Moreover, we know that

πχ∗OPn(−j) ∼= OP(Q)(−j − |χ|)

πχ∗ ΩjPn(j) ∼= Ω
j

P(Q)(log y
I(χ))(j − |χ|),

by corollary 4.32 and lemma 3.10. Moreover

Hi(Pn, π∗F ⊗ ΩjPn(j))−χ ∼= Hi(P(Q)F ⊗ Ω
j

P(Q)(log y
I(−χ))(j − | − χ|)),

Hi(Pn, π∗F ⊗OPn(−j))−χ ∼= Hi(P(Q),F ⊗OP(Q)(−j − | − χ|))

by lemma 3.9, which finishes the proof. �

Remark. • Note that the structure of the vector spaces Hi(P(Q),_) is very important in the
proof. It would be nice to replace the spaces by their dimension before pushing down, but this
does not necessarily produce a Beilinson sequence, because the group µQ might decompose
the cohomology groups into Eigenspaces. This means that after fixing discrete invariants in
order to obtain moduli of sheaves on P(Q), we would only obtain a subclass of possible F
with those prescribed invariants.

• Of course the two building blocks of P(Q),

OP(Q)(−j − |χ|) and

Ω
j

P(Q)(logy
I(−χ))(j − | − χ|)
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generate Db(Coh(P(Q) as a triangulated category, but it is a priori not clear how to formulate
a corresponding abstract version of the theorem for several reasons. For example, although
we still have

Hom(OP(Q)(−i),OP(Q)(−j)) ∼= S′
i−j

on P(Q), we loose the analogous description for the morphisms between the differential
sheaves, since the vector space V does not have a meaning anymore. Moreover

Extl(OP(Q)(−i),OP(Q)(−j)) 6= 0

in general, but this was essential for the proof of the theorem on Pn. Hence both building
blocks come with problems. In [Can06] Canonaco managed to solve these problems by
introducing a graded scheme structure on weighted projective spaces, but this is far beyond
the scope of this thesis.

Lemma 4.35. For every ∅ 6= I ⊂ {0, . . . , n} we have isomorphisms

Ω
j

P(Q)(log y
I(χ))(j − |χ|) ∼=

⊕

J∩I 6=∅

OP(Q)(j − |χ| − |QJ |)
(#I(χ)−1

j−#J ),

where |QJ | :=
∑
i∈J qi and the power by the binomial coefficient means direct sums.

Proof. The proof is found in a remark in [Can06, p.51]. �

The consequence of the last lemma is that all terms in the Beilinson resolution involving sheaves
of logarithmic differentials can be decomposed into direct sums of structure sheaves, so every F
can be resolved by OP(Q)(−j) and Ω

j

P(Q)(j) for j = 0, . . . , n.
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4.4 Examples

Example 4.36. On P2 we can compute the first Beilinson complex explicitly:

C−2 = H0(F(−2))⊗ Ω2
P2(2)

C−1 = H0(F(−1))⊗ Ω1
P2(1)⊕H1(F(−2))⊗ Ω2

P2(2)

C1 = H1(F)⊗OP2 ⊕H2(F(−1))⊗ Ω1
P2(1)

C0 = H0(F)⊗OP2 ⊕H1(F(−1))⊗ Ω1
P2(1)⊕H2(F(−2))⊗ Ω2

P2(2)

C2 = H2(F)⊗OP2

This sequence can be nicely reduces in order to obtain some classification results, for example
in the following setting. (The reader who is not familiar with stable sheaves can find the necessary
definitions in [Har80] or look them up in the next chapter.)

Lemma 4.37. Let F be a stable vector bundle of rank 2 on P2 with fixed Chern classes c1 :=
c1(F) = 0 and c2 := c2(F) = n ∈ Z. Then we have a Beilinson resolution of F , given by

0 −→ nΩ2
P2(2)

A
−→ nΩ1

P2(1)
B
−→ (n− 2)OP2 −→ 0,

where A ∈ Mat(n × n, V ), B ∈ Mat(n × (n − 2), V ) and F ∼= ker(B)/im(A). We will sometimes
call this sequences a Beilinson monad.

Remark. This resolution is a complex in the sense that A ∧B = 0, i.e.

(aij) ∧ (bjk) =
n∑

j=1

aij ∧ bjk = 0 ∈ Λ2V ∀i, k.

Proof. The proof of this statement can also be found in [CO80]. First of all we remark that on P2

F being stable is equivalent to H0(F ) = 0, see [Har80]. Tensoring the Euler sequence by F , we
obtain the sequence

0 −→ Ω1
P2 ⊗F −→ 3F(−1) −→ F −→ 0

and therefore 3H0(F(−1)) ⊂ H0(F), which inductively implies that H0(F (−i)) = 0 for all i. So
we can already cancel out the three H0-terms.
Next, by Serre duality, we get

Hp(F)∗ ∼= H2−p(F∗ ⊗ Ω2
P2)

∼= H2−p(F∗ ⊗OP2(−3))

∼= H2−p(F∗(−3)),

where the second isomorphism follows from the fact that Ω2
P2
∼= OP2(−3), which can directly be

read of from the Koszul sequence. Moreover, it is known that

0 = c1(F) = c1(Λ
2(F))

which implies for the line bundle Λ2(F) that it has to be isomorphic to OP2 , since on P2 we have
Pic(P2) ∼= Z via the first Chern class. Now we can consider the canonical pairing

F × F
φ //

��

Λ2(F) ∼= OP2

F ⊗ F

88ppppppppppp

.

This pairing is non-degenerated, since OP2 has no zero divisors. Thus we in fact have an isomor-
phism F ∼= F∗. Coming back to what we know from Serre duality, this actually means

Hp(F)∗ ∼= H2−p(F(−3)).
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In particular

H2(F)∗ ∼= H0(F(−3))

H2(F(−1))∗ ∼= H0(F(−2))

H2(F(−2))∗ ∼= H0(F(−1)),

hence we can also cancel all H2-terms and the Beilinson sequence reduces to:

0 −→ H1(F(−2))⊗ Ω2
P2(2) −→ H1(F(−1))⊗ Ω1

P2(1)
ψ
−→ H1(F)⊗OP2 −→ 0

Since, again by Serre duality, we have an identification

H1(F(−2)) ∼= H1(F(−1))

we only need to calculate the dimensions of the two finite dimensional vector spaces H1(F(−1))
and H1(F) to finish the proof. This can be done with the help of the Hirzebruch-Riemann-Roch
theorem, which states that the Euler characteristic of F is given by a polynomial expression in the
Chern classes. Consider the following diagram:

0 // H1(F(−2))⊗Ω2
P2

(2) //

))SSSSSSSSSSSSSS
H1(F(−1))⊗Ω1

P2
(1)

ψ // H1(F)⊗O
P2

// 0

K:=Ker(ψ)

OO

// F // 0

0

OO

We of course know the ranks of the sheaves involved, namely

rk(Ω2
P2(2)) = 1 rk(Ω1

P2(1)) = 2 rk(OP2) = 1.

Thus we have a first relation for the dimensions of the cohomology groups, given by

2 = rk(F) = −h1(F(−2)) + rk(K)

= 2h1(F(−1))− h1(F)− h1(F(−2))

= h1(F(−1))− h1(F),

or equivalently, abbreviating by q := h1(F(−1)) and p := h1(F), q = p + 2. Thus it suffices to
show that q = n. Picking a class h ∈ A1(P2) which is under the isomorphism A1(P2) ∼= Z mapped
to 1, by assumption of the lemma we know that the total Chern class of F is given by

C(F) = 1 + nh2 = (1 + h2)n = (1− h2)−n = (1 + h)n · (1− h)−n,

but on the other hand it is also determined by the resolution using the kernel K and the fact that
the total Chern class is multiplicative, i.e.

c(F) = c(K) · c(qΩ2
P2(2))−1

= c(K) · c(qOP2(−1))−1

= c(K) · (1− h)−q

Furthermore, by the Euler sequence we obtain

c(Ω1
P2(1)) = c(3OP2) · c(OP2(1))−1 = (1 + h)−1

and hence, using c(r · OP2) = 1 for all r, we get

C(K) = c(q · Ω1
P2(1))−1 = (1 + h)q.
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Finally, combining these computations yields

(1 + h)q · (1− h)−q = c(K) · (1− h)−q = C(F) = (1 + h)n · (1− h)−n

and so n = q. �

Corollary 4.38. Every F of the lemma admits another resolution with F as cohomology, which
we call the ”Beilinson IIA” resolution, explicitly given by the following sequence

0 −→ nOP2(−1)
M
−→ (2n+ 2)OP2

N
−→ nOP2(1) −→ 0,

where this time M and N have entries in S1(V ∗) ∼= S1, i.e. the matrices consist of linear forms
in the corresponding Cox-coordinates.

Proof. Starting from the sequence of the lemma, we can vertically add the Euler sequence

0

��
0 // nΩ2

P2(2) // nΩ1
P2(1)

��

// (n− 2)OP2 // 0

n(V ∗ ⊗OP2)

��
nOP2(1)

��
0

Using again the isomorphism Ω2
P2(2) ∼= OP2(−1) we can naturally complete this diagram:

0

��

0

��

0

��
0 // nΩ2

P2(2)

∼=

��

// nΩ1
P2(1)

��

// (n− 2)OP2 // 0

nOP2(−1)

∃M

��
0 // (2n+ 2)OP2 //

∃N

��

n(V ∗ ⊗OP2)

��

// (n− 2)OP2 //

��

0

0 // nOP2(1)

��

nOP2(1)

��

// 0,

0 0

where (2n+2)OP2 is by linear algebra the kernel of the middle row. Because of the two equalities,
it is easy to check that the ”outer” short exact sequences in fact have the same cohomology, which
finishes the proof. �
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Corollary 4.39. Completely analogous to the last corollary we obtain a third equivalent resolution,
which we will call the ”Beilinson IIB” resolution, given by

0 −→ nOP2(−2)
M
−→ 2nOP2(−1)

N
−→ (n− 2)OP2 −→ 0.

Proof. This time we simply have to extend the sequence of the lemma from above by the Koszul
complex

0

��
nΛ3V ∗ ⊗OP2(−2)

��
nΛ2V ∗ ⊗OP2(−1)

��
0 // nΩ2

P2(2) // nΩ1
P2(1)

��

// (n− 2)OP2 // 0

0

and use that for the three dimensional vector space V we have an isomorphism n∧3 V ∗ ∼= k, which
allows us to fill the diagram in a similar way:

0

��

0

��
0

��

// nΛ3V ∗ ⊗OP2(−2)

��

∼= // nOP2(−2) //

∃M

��

0

0 // nOP2(−1) //

∼=

��

nΛ2V ∗ ⊗OP2(−1) //

��

2nOP2(−1)

∃N

��

// 0

0 // nΩ2
P2(2) //

��

nΩ1
P2(1)

��

// (n− 2)OP2 //

��

0

0 0 0

�

61



5 On Moduli problems for toric sheaves

Since we want to use the theorem of Beilinson to obtain toric sheaves we have to know more
about the T -equivariances of the building blocks and - even more important - the toric morphisms
between them. After giving some criteria for the computation of the morphisms we will talk about
the existence of ”toric monads” and give a short introduction to known moduli spaces on P2. As an
application we close with two explicit examples. The first filters toric bundles and sheaves from the
space MP2(2; c1, c2) in special cases and in the second we construct some toric sheaves on P(1, 1, 2),
using all the theoretical tools from the last chapters.

5.1 More about Toric Sheaves

In this section we will investigate necessary and sufficient conditions for a matrix to be toric as
morphism between structure and differential sheaves on a toric variety.

Toric Structure Sheaves

We begin with structure sheaves on an arbitrary toric variety.

Lemma 5.1. Let X be a toric variety and S its homogeneous coordinate ring, then for all twists
α, β ∈ An−1(X) we have

HomOX
(OX(α),OX(β)) ∼= OX(β − α).

Proof. For the rings we clearly have HomS(S(α), S(β)) ∼= S(β−α) and since S(β−α) is a finitely
generated S-module we obtain by [Gro61, proposition 2.5.13] for the corresponding sheaves

OX(β − α) ∼= ˜S(β − α) ∼= (HomS(S(α), S(β)))∼

∼= HomOX
(S̃(α), S̃(β))

∼= HomOX
(OX(α),OX(β)).

�

Lemma 5.2. Let X = X(∆) and a, b ∈ Z∆(1) be toric divisors. Then there is an isomorphism

HomOX
(OX(a),OX(b))T ∼= Sb−a.

Proof. Taking global sections of the sheaves from the last lemma and using proposition 2.47 we
obtain an isomorphism

Hom(OX(α),OX(β)) ∼= Γ(OX(β − α)) ∼= Sβ−α.

Then it is easy to verify that there is also an isomorphism for the T -invariant sections, i.e.

HomOX
(OX(a),OX(b))T ∼= Γ(OX(b− a))T .

So we have to consider T -stable sections s: OX → OX(b− a). From the theory of the last chapter
s has to make the following diagram commutative

σ∗OX
σ∗s//

Ψ0

��

σ∗OX(b− a)

Ψb−a

��
p∗2OX

p∗2s
// p∗2OX(b− a),

where Ψ0 and Ψa denote the given equivariances of S and S(b−a). We saw that those equivariances
where determined by the fine gradings of the rings and so the commutativatity of the diagram is
equivalent to say that the induced map

s: S → S(b− a)
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respects the fine gradings, i.e. is a fine graded ring homomorphism of degree 0. Hence s has
to be in S(b − a)0 = Sb−a. This can also formally be checked by on the level of the diagrams
of definition 2.49, but this gives rise to a lengthy computation that does not give more insight.

�

Thus the T -invariant morphisms consist of multiples of a single monomial, but might also be
zero. In the case of a nonzero morphism, the divisor b− a has to be effective.

Example 5.3. Let X = Pn, then all coordinates x0, . . . , xn have Z-degree one, which in particular
means that S is generated by S1 as S0-algebra. Thus the above result reduces to

HomOX
(O(a),O(b))T ∼=

{
k · xb−a , if bi ≥ ai ∀i ∈ ∆(1)

0 , else

We can now extend this to morphisms between finite sums of structure sheaves, i.e. to matrices,
which is exactly what we need for applications of the theorem of Beilinson. We have seen that it
is necessary that all entries have to be monomials and the surprising result is that it is sufficient
that all minors are monomials. So let’s make the following

Definition 5.4. We call a matrix F ∈ Mat(p × q, k[x0, . . . , xn]) minor-monomial, if all of its
minors are monomials. In particular all entries of F have to be monomials.

Using this definition, we can now formulate the following result, which allows easy computa-
tions.

Theorem 5.5. Let F = (fij) be a p × q-matrix consisting of monomials fij = αijx
aij where

aij ∈ Zn+1 in the case of αij 6= 0. Then the following conditions are equivalent:

1. F is a T -equivariant morphism between structure sheaves on X.

2. There are ai, bj ∈ Zn+1 for i = 1, . . . , p and j = 1, . . . q with the property that if fij 6= 0, then
aij = bj − ai.

3. F is minor-monomial.

Proof. The equivalence of the first two statements follows from the observation that F is in equiv-
ariant if and only there are toric divisors ai and bj identified with elements of Z∆(1) such that

p⊕

i=1

OX(ai)
F
−→

q⊕

j=1

OX(bj)

is a homomorphism of toric sheaves. We know that

Hom(OX(ai),OX(bj))
T = k · xbj−ai ,

so the elements of F have the property aij = bj − ai for all i and j.
For ”1. ⇒ 3.” we use the more general fact that a toric morphism F between two sheaves E and
F , given by a commutative diagram

σ∗E
φ //

σ∗F

��

pr∗2E

pr∗2F

��
σ∗F

ψ
// pr∗2F ,

remains toric if we apply Λm for any natural number m, since we obtain an induced equivariance
by

σ∗Λm(E)
Λm(φ) //

σ∗Λm(F )

��

pr∗2Λm(E)

pr∗2Λm(F )

��
σ∗Λm(F)

Λm(ψ)
// pr∗2Λm(F).
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This means that all minors have to be monomials again.
The proof of ”3.⇐ 2.” can be found in [MP] for the case of X = Pn, but it applies to the general
case without any change. �

Toric Differential Sheaves

Next we will describe morphisms of differential sheaves. It turns out that a description similar to
the case of structure sheaves above seems to be only possible in the case of X = Pn. The reason
for this mainly is that for projective space we can always choose an (n + 1)-dimensional vector
space V such that Pn = P(V ), which gives us an additional structure to work with. For weighted
projective spaces this already does not work anymore, the case of an arbitrary toric variety X is
even harder.

So let’s restrict ourselves for the moment to the case of X = Pn. We find the following maps
for every p ∈ Z:

Λp+1V ∗ ⊗OPn(−p− 1)

φ

��

¬ // ΛpV ∗ ⊗OPn(−p)

(ΛpV ∗ ⊗ V ∗)⊗OPn(−p− 1)

∧

OO

∼=
// ΛpV ∗ ⊗ (V ∗ ⊗OPn(−p− 1)),

OO

where the right arrow is induced by the twisted Euler sequence and the map φ is given by

φ(z1 ∧ . . . ∧ zp+1) :=
1

p+ 1

p+1∑

i=1

(−1)p+1zi ⊗ z1 ∧ . . . ∧ ẑi ∧ . . . ∧ zp+1,

for every z1 ∧ . . .∧ zp+1 ∈ ΛpV ∗ and determined by linear extension. We call this Koszul-like map
the de-antisymmetric map for every p and it is easy to check that it in fact splits with ∧.

Definition 5.6. The morphism ¬ given by composition is called the contraction map or simply
contraction.

We will see that we can relate the contraction maps with the morphisms between differential
sheaves. To do so recall that the sheaves ΩpPn occur as kernels of the morphisms in the Koszul
complex

0→ ΛnV ∗ ⊗OPn(−n)→ . . .→ Λ2V ∗ ⊗OPn(−2)→ Λ1V ∗ ⊗OPn(−1)→ OPn → 0,

and we therefore have the following short exact sequence

0→ ΩpPn → ΛpV ∗ ⊗OPn(−p)→ Ωp−1
Pn → 0

for every p. Moreover there is always a morphism

ev: ΛqV ⊗ Ωp+qPn (p+ q)→ ΩpPn(p)

ξ ⊗ ω 7−→ ω(ξ)

which we call the evaluation map. Fixing a single ξ ∈ ΛqV then induces a morphism

Ωp+qPn (p+ q)
ξ
→ ΩpPn(p) ω 7→ ω(ξ)

and the next theorem ensures us that this is already the general situation.

Lemma 5.7. For all p, q ≥ 0 there is an isomorphism

HomOPn (Ωp+q(p+ q),Ωp(p)) ∼= ΛqV

for all p ∈ Z and q ∈ N.
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Proof. The proof of this lemma is well known, see for example [Bei78], but since we need some
important steps from it ,we will partially reprove this statement in the next proposition. �

Lemma 5.8. The sheaves ΩiPn(j) are toric.

Proof. For any j = 0, . . . , n the T -equivariance of the sheaves is canonically induced by the Koszul
complex, explicitly by

0 // ΩjPn
// ΛjV ∗ ⊗OPn(−j)

Zj // Λj−1V ∗ ⊗OPn(−j + 1)
Zj−1 // . . . Z0 // OPn // 0.

We can inductively describe the Koszul matrices Zp by setting

Z0 =

(
Z ′

0

xn

)
and Zp =




Z ′
p 0

(−1)qxn . . . 0
...

. . .
... Z ′

p−1

0 . . . (−1)qxn



,

but is not clear by this description that those matrices are minor-monomial. Howeverg we have
a more theoretical argument to show this. Indeed, the matrix Z0 is minor-monomial and we can
apply the Λ-functor without destroying this property, as we have shown in the proof of theorem 5.5.
Note that this is exactly what we need for the Koszul complex. By choosing an arbitrary toric
divisor D of Z-degree i, we obtain an equivariance of the sheaf Ωj

Pn(i) by the following sequence

0 // ΩjPn(i) //

��

ΛjV ∗ ⊗OPn(i− j)
Zj //

��

. . .

0 // ΩjPn(D) //
∑

0≤k1<...<ki−j≤0

OPn(D − Ek1 − . . .− Eki−j
)

Zj

// . . .

.

Thus ΩjPn(i) is the kernel of a toric morphism between toric sheaves, which therefore canonically
inherits the induced toric structure of the Koszul sequence. �

Corollary 5.9. The sheaves Ω
i

P(Q)(j) are toric.

Proof. This can be done using the same arguments as above and the generalized Euler sequence

0 −→ Ω
1

P(Q) −→
n⊕

i=0

OP(Q)(−Di)




q0y0

...
qnyn




−−−−−−→ OP(Q) −→ 0.

from theorem 3.16 and the corresponding Koszul sequence introduced there. Note that this se-
quence as well as the one from the last lemma is induced by a fine-graded sequence of modules.

�

Proposition 5.10. Let V be an (n+ 1)-dimensional vector space with basis (e0, . . . , en) such that
Pn = P(V ). Moreover for every J := (j1, . . . , jq) with 0 ≤ j1 < . . . < jq ≤ n we abbreviate a basis
element αj1,...,jqej1 ∧ . . . ∧ ejq ∈ ΛqV by ξ = αJe

Λ(J) and call it a Λ-monomial with respect to
ΛqV . Then a morphism

ΛqV 3 ξ: Ωp+qPn (p+ q)→ ΩpPn(p)

is a toric if and only if ξ is a Λ-monomial, i.e.

ξ = αJe
Λ(J) = αj1,...,jqej1 ∧ . . . ∧ ejq

for some J and αj1,...,jq ∈ k.
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Proof. From the previous lemma we know that both Ωp+qPn (p + q) and ΩpPn(p) are toric. In the
proof of the lemma we have seen that equivariance is induced by the Koszul sequence, so we simply
compare the morphism ξ with the induced morphisms between the Koszul complexes. Clearly, by
composition we obtain a morphism ξ. Embedded into the short exact sequences discussed before,
this gives us

0 // Ωp+qPn (p+ q) //

ξ

''
ξ

��

Λp+qV ∗ ⊗OPn
//

¬ξ

��

Ωp+q−1
Pn (p+ q) // 0

0 // ΩpPn(p) // ΛpV ∗ ⊗OPn // Ωp−1
Pn (p) // 0

and we claim that this morphism uniquely extends to a morphism ¬ξ. We prove this claim by
showing

Hom(Λp+qV ∗ ⊗OPn ,OPn) ∼= Hom(Ωp+qPn (p+ q),OPn).

This can be done by directly counting the dimension of both spaces, or by considering the long
exact Ext-sequence

Hom(Λp+qV ∗OPn ,OPn) // Hom(Ωp+qPn (p+ q),OPn)

��
Hom(Ωp+q−1

Pn (p+ q),OPn)

OO

Ext1(Ωp+q−1
Pn (p+ q),OPn)

��
...

OO

...

.

We prove that Hom(Ωp+q−1
Pn (p + q),OPn) = 0 = Ext1(Ωp+q−1

Pn (p + q),OPn). For the first part we
simply use the fact that

Hom(Ωp+q−1
Pn (p+ q),OPn) ∼= H0(Ωp+q−1

Pn (p+ q)) = 0

on projective spaces, for example by theorem 3.19, but the second part needs a more sophisticated
argument. Recall that in the more general situation, where E is locally free and F an arbitrary
coherent sheaf on Pn, we have the following identification:

Exti(E ,F) ∼= Hi(E∗ ⊗F)

for any i, j ∈ Z. This applies to our situation and we can conclude

Ext1(Ωp+q−1
Pn (p+ q),O) ∼= H1((Ωp+q−1

Pn (p+ q))∗ ⊗OPn)

∼= H1(Ω
n−(p+q−1)
Pn (n+ 1− (p+ q)))

∼= H1(Ωn+1−p−q
Pn (n+ 1− p− q)) = 0.

This has two major consequences. First of all we can now inductively go down to the case of p = 0
and study the morphism

ξ: ΩqPn(q)→ OPn ,

which makes live much easier, and second we only have to care about the maps ¬ξ, since we can
extend through the Koszul sequence

0 // Ωp+qPn (p+ q) //

ξ

��

Λp+qV ∗ ⊗OPn

Zp+q //

¬ξ

��

Λp+q−1V ∗ ⊗OPn(1)
Zp+q−1//

¬ξ

��

. . .

0 // ΩpPn(p) // ΛpV ∗ ⊗OPn

Zp // Λp−1V ∗ ⊗OPn

Zp−1 // . . .

,
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where we write by abuse of notation ¬ξ at every stage. It is now easy to see that ξ is equivariant
if and only if all of the ¬ξ are equivariant. Moreover, choosing toric divisors A and B of Z-degree
p + q and p respectively, we get induced matrices M ξ

j , where j denotes the power of the wedge
product in the lower row, from

Ωp+qPn (A) //

ξ

��

Λp+qV ∗ ⊗OPn

≈

��

// . . .

∑
0≤i1,...,ip+q

OPn(A− Ei1 − . . .−Eip+q
)

Mξ
p

��∑
0≤j1,...,ip

OPn(B − Ej1 − . . .− Ejp)

≈

��
ΩpPn(B) // ΛpV ∗ ⊗OPn // . . .

.

Since all morphisms and sheaves in the rows of the diagram are toric, we see that ξ is a toric
morphism if and only if all the M ξ

j are, by what we know so far.
As said before we now consider the case p = 0, where the statement reduces to

ξ is toric ⇔M ξ
0 is toric

in the following diagram (where we assume without loss of generality that B = 0)

0 // ΩqPn(A) //

ξ

��

∑
0≤i1<...<iq≤n OPn (A−Ei1

−...−Eiq ) //

Mξ
0

��

. . .

0 // O // OPn // 0

.

Let us assume that the basis elements of ΛqV ∗ are in lexicographic ordering with respect to the
q-tupel index of each such element in order to write

ξ = α0,...,qe0 ∧ . . . ∧ eq + . . .+ αn−q,...,nen−q ∧ . . . ∧ en =



α1

...
αN


 ,

whereN denotes the dimension of ΛqV ∗. The structure ofM ξ
0 is determined by ¬ξ. Let ξ = αIe

Λ(I)

for some index I, then ¬ξ is given by

ΛqV ∗ −→ k

xj1 ∧ . . . ∧ xjq 7−→ ¬ξ(xi1 ∧ . . . ∧ xiq ) = αIdet



xj1(ei1) . . . xj1(eiq )

...
...

xjq (ei1) . . . xjq (eiq )


 = αI .

Because of the multilinearity of the determinant, this extends linearly to general ξ and so we see
that the matrix M ξ

0 , which does in fact nothing else but separating the basis vectors, has to have
coefficients αI at the I-th position.
Finally we only have to mention what toric morphisms between structure sheaves of the same
degree are. For two divisors a and b in Zn+1 of Z-degree 0 we have

Hom(OPn(a),OPn(b))T ∼= H0(OPn(b− a)T =

{
Sb−a , if βi ≥ αi ∀i
0 , else

=

{
S0
∼= k , if βi = αi ∀i

0 , else
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Hence such a morphism is toric iff a = b, since in all other cases we would need fractions of the
coordinates xi to get a morphism of sheaves, which then would not be toric. In our case this means
that

ξ is toric ⇔M ξ
0 is toric

⇔ all coordinate functions of M ξ
0 are toric

⇔ ∃I = (i1, . . . , iq): A− Ei1 − . . .− Eiq = 0

⇔ ∃I = (i1, . . . , iq): A = Ei1 + . . .+ Eiq

⇔ Exactly one of the coordinates of M ξ
0 at the I-th position is nonzero and equals αI

⇔ ξ = αIe
∧(I) is a basis element.

This finishes the proof. �

Remark. Note that it is necessary for the equivariance of ξ that M ξ
0 consists of only one nonzero

entry, which is in fact a scalar, but it is also necessary. This also holds true when we consider
maps with p > 0, since by the inductive definition of the Koszul matrices it then turns out that all
other M ξ

j are automatically minor-monomial (they only consist of a scalars). In this case we have
the same relations for divisors A and B of Z-degree p+ q and p as in the theorem, where we chose
B = 0. It follows that

ξ = αIe
∧(I) is toric ⇔ A−B = Ei1 + . . .+ Eiq

or, if we identify the divisors directly with elements in Zn+1, we can write

A−B =
(
0 . . . 1 . . . 1 . . . 0

)

with an entry 1 on each of the positions i1, . . . , iq and 0 elsewhere.

Now we extend the result to matrices, as we did before. The skew-symmetric structure of ΛqV
does not allow us to use linear algebra and the concept of determinants, but with the following
definition we can at least partially keep things together.

Definition 5.11. Let F = (fij) with i = 1, . . . , p, j = 1, . . . , q, be a matrix consisting of Λ-
monomials, i.e. fij = αije

Λ(aij) where αij ∈ k and aij ∈ [0, 1]n+1. Then we call F Λ-minor-
monomial if for any l-minor M with row indices i1, . . . , il the following condition holds. If we
replace F by the matrix F̂ = f̂ij with f̂ij := αijx

aij , where x = (x0, . . . , xn) denotes the Cox-
coordinates, then all terms occurring in the calculation of the determinant of the induced matrix
M̂ have the same Zn+1-degree, i.e. for all permutations σ: {1, . . . , l} → {1, . . . , l} the terms

x
ai1,iσ(1) · . . . · x

ail,iσ(l)

are in the same fine-graded part of S = S(Pn).

Note that this condition is stronger then the minor-monomiality defined before, since if all
terms of the determinant of a minor M̂ have the same Zn+1-degree, then the determinant is a
monomial too. With this definition at hand we can formulate the following theorem much easier.

Theorem 5.12. Let F = (fij) be a matrix as given in the above definition, i.e. fij = αije
Λ(aij)

for the basis (e0, . . . , en) of the vector space V with Pn = P(V ). Then the following are equivalent:

1. F is toric as a morphism between differential sheaves on Pn.

2. There are toric divisors Di, Ej ∈ Zn+1 such that Di − Ej = aij .

3. F is ∧-minor-monomial.
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Proof. A matrix F is toric as morphism between differential sheaves, if and only if there are divisors
Di, Ej ∈ Zn+1 and indices k1, . . . , kp and l1, . . . , lq such that

p∑

i=1

Ωki

Pn(Di)
F
−→

q∑

j=1

Ω
lj
Pn(Ei)

is toric in each component in the sense of the last proposition. As a byproduct of the proof of this
proposition we saw that the toric divisors chosen and the degree of the entries are directly related
to each other. Therefore F is toric if and only if

G :=



D1 − E1 . . . D1 − Eq

...
...

Dp − E1 . . . Dp − Eq


 =



a11 . . . a1q

...
...

ap1 . . . apq


 .

Thus the first two conditions are equivalent. The equivalence of the first and the last condition
can immediately be read of from the structure of the matrix G, since each term of an l-minor with
rows i1, . . . , il has the same Zn+1-degree, namely

l∑

k=1

Dik −

l∑

k=1

Eik

which is independent of the chosen permutation. �

Remark. The proof technique of the corresponding theorem for structure sheaves does not apply
in this case for several reasons. First of all, the monomials do not have ”higher degrees” by
definition of the exterior algebra and so we cannot use elementary row transformations, since they
might disturb the structure. Moreover we do not have a well developed theory of determinants, so
we loose the elegant description using the minor-monomiality property of the matrices.

However in the following special case, which is particularly interesting for the Beilinson monads,
we get the following result.

Corollary 5.13. If the matrix F contains only Λ-monomials of the vector space V , then if we
replace F by F̂ , that is fij = αije

Λ(aij) by f̂ij = αijx
aij we get the same result as for the structure

sheaves, i.e. F is toric if and only if F̂ is minor-monomial.

Proof. Since here we don’t have to care about the skew-symmetric structure the proof of theo-
rem 5.5 applies to the matrix F̂ . �

Example 5.14. The formulation of the theorem might seem cryptic, but let’s check on an example
what can go wrong and why we have to do like we did: Let X = P3 with coordinates x0, x1, x2, x3

and consider the following map

F =

(
x0 ∧ x1 2x0 ∧ x2

x1 x2

)
.

This matrix does in fact define a toric morphism. To see this we have to find toric divisors
D1, D2, E1 and E2 such that

Ω3
P3(D1)⊕ Ω2

P3(D2)
( x0∧x1 x0∧x2

x1 x2
)

−−−−−−−−−−→ Ω1
P3(E1)⊕ Ω1

P3(E2)

is toric, i.e. if the following relations are satisfied

D1 − E1 = (1, 1, 0, 0) D1 − E2 = (0, 1, 1, 0)

D2 − E1 = (1, 0, 0, 0) D2 − E2 = (0, 0, 1, 0),
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so a possible choice might be

D1 = (1, 1, 1, 0) E1 = (0, 0, 1, 0)

D2 = (1, 0, 1, 0) E2 = (1, 0, 0, 0).

Note however that there is no reasonable choice to define the determinant of this matrix in order
to obtain a monomial. For example

(x0 ∧ x1) ∧ x2
+
−x1 ∧ (x0 ∧ x2)

and (x0 ∧ x1)x2
+
−x1(x0 ∧ x2)

cannot be seen as monomials. So this example shows already that we have to make ”everything”
commutative or in other words interpret the terms as monomials in the usual coordinates. This
reflects the idea that the commutative structure of the torus should not be disturbed by the
antisymmetric structure of the exterior product when we talk about questions of T -equivariance.

Now that we have seen how the toric structure of the differential sheaves is related to the
structure of the structure sheaves, let us check an example to get a deeper understanding of this
relation.

Example 5.15. Recall that for a stable rank 2 bundle F on P2 = P(V ) with c1(F) = 0 and
c2(F) = n we had the Beilinson I and IIA resolutions, see section 4.4 for the details. In the case
of n = 2 these resolutions can be written as follows:

0

��

0

��
0 // 2Ω2

P2(2)

∼=

��

A=
(
a b
c d

)

// 2Ω1
P2(1) //

(
e0 e1 e2 0 0 0
0 0 0 e0 e1 e2

)

��

0

2OP2(−1)
(
a0 a1 a2 b0 b1 b2
c0 c1 c2 d0 d1 d2

)
=Ã

��
0 // 2V ∗ ⊗OP2




x0 0
x1 0
x2 0
0 x0
0 x1
0 x2




��

2V ∗ ⊗OP2

��

// 0

0 // 2OP2(1)

��

2OP2(1)

��

// 0

0 0

Here the entries of A are elements of the vector space V and the entries of Ã are linear forms in
the Cox coordinates. It is now easy to see that, neglecting the structure of the vector spaces, for
any given A we obtain an induced map Ã by the sequence

k2 A //

Ã

��

k2 ⊗ V
(
e0 e1 e2 0 0 0
0 0 0 e0 e1 e2

)

��
k6 ⊗ Λ2V

≈

��
k6 ⊗ V ∗
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where the isomorphism Λ2V → V ∗ is given by

e0 ∧ e1 ←→ x2 =: e0 ∧ e1

e0 ∧ e2 ←→ −x1 =: e0 ∧ e2

e1 ∧ e2 ←→ x0 =: e1 ∧ e2.

This means that we have the following relation

Ã =

(
a0 a1 a2 b0 b1 b2
c0 c1 c2 d0 d1 d2

)

=

(
a ∧ e0 a ∧ e1 a ∧ e2 b ∧ e0 b ∧ e1 b ∧ e2
c ∧ e0 c ∧ e1 c ∧ e2 d ∧ e0 d ∧ e1 d ∧ e2

)
,

which implies that Ã also determines A and moreover that we can compare the coefficients of the
single ”blocks”, e.g. a and (ao, a1, a2), directly.
We claim that Ã is toric if and only if A consists of ∧-monomials and w.l.o.g. the entry c is
zero (which is in this case equivalent to the last property of the theorem, since if A has a minor as
determinant, this simply means that c is a multiple of a and can be deleted by row transformations).
First, if A consists only of ∧-monomials and c = 0, then by the above relation we see that every
entry of Ã again has to be a monomial and that the block (c0, c1, c2) is zero. Thus A is in any
case minor-monomial, since every other nonzero block consists of exactly two nonzero entries and
so the only possibility for a nontrivial 2-minor is the case when (b0, b1, b2) = (d0, d1, d2), but then
is clearly has to be a minor.
Second, if Ã is minor-monomial we use that the Beilinson IIb resolution is a complex, so we have
for every block the following conditions:

2∑

i=0

aixi = 0, . . . ,
2∑

i=0

dixi = 0.

This leaves us with two possibilities. Either a block is completely zero, or it is of the form

(λx1,−λx0, 0) (λx2, 0,−λx0) (0, λx2,−λx1),

for some λ ∈ k. Such a block then can be lifted to a ∧-monomial in A, which is explicitly given by

λe2 − λe1 λe0

respectively. Moreover, since Ã is minor-monomial and has the above determined shape, we can
add a suitable multiple of the first row to the second such that w.l.o.g. the block (c0, c1, c2) is zero
and thus lifted to the element 0 in A, which proves the claim.
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5.2 Theoretical Preparations for Moduli problems

To finally apply the tools developed in the last chapters we need to recall some facts from the
theory of moduli spaces and have a closer at the results from this theory in order correctly treat
the subclass of toric sheaves. We begin with properties of

The Moduli Spaces MP2(2; c1, c2) and MP2(2; c1, c2)

Most of what we say in this section can for example be found in [Bar77]. We will mainly refer to
the book [CO80] Before stating the necessary results we recall what moduli spaces are.

Definition 5.16. Let S be a scheme and fix numbers c1, . . . , cr. A family of stable bundles on
Pn of rank r and prescribed Chern classes c1, . . . , cr is a rank r vector bundle E over S × Pn such
that for all s ∈ S the restricted bundle

E(s) := E|{s}×Pn

is a vector bundle over {s}×Pn ∼= Pn with ci(E(s)) = ci. We say that the family E is parametrized
by S.

There is a natural equivalence relation on such a parametrization. Denote by p1: S × Pn → S
the projection onto the first factor and let E and F be two families parametrized by S. We say
that E is equivalent to F iff there is a line bundle L over S such that

F ∼= E ⊗ p∗1L.

Notation. We denote by ClPn(r; c1, . . . , cr)(S) the set of equivalence classes of families of stable
vector bundles of rank r and Chern classes c1, . . . , cr on Pn parametrized by S. ClPn(r; c1, . . . , cr)(_)
is a contravariant functor from the category of schemes to the category of sets.

Definition 5.17. A pair (M := MPn(r; c1, . . . , cr),U) where M is a scheme and U a bundle over
M × Pn is called a fine moduli space for stable rank r bundles with Chern classes ci on Pn if
it represents the functor ClPn(r; c1, . . . , cr)(_). We will usually write only MPn(r; c1, . . . , cr) or M
for (M,U).

Definition 5.18. We say that a scheme M := MPn(r; c1, . . . , cr) is a coarse moduli space for
ClPn(r; c1, . . . , cr)(_) if

• there is a natural transformation

ClPn(r; c1, . . . , cr)(_)→ Hom(_,M)

which is bijective for every point x and

• any other transformation factors uniquely through the given one, i.e. for every scheme N
and every natural transformation

ClPn(r; c1, . . . , cr)(_)→ Hom(_, N)

there is a unique morphism π: M → N such that for the induced morphism π̃ the following
diagram commutes:

ClPn(r; c1, . . . , cr)(_)

))SSSSSSSSSSSSSS
// Hom(_,M)

π̃ww
Hom(_, N).

72



It is known that coarse moduli spaces MPn(r; c1, . . . , cr) always exist, but it is in general not
clear which geometric properties those spaces have. We restrict ourselves to the special case of
r = 2 and n = 2, where in fact a lot of geometric aspects are known. It can be shown that by
twisting every vector bundle of rank 2 on P2 can be normalized such that either c1 = 0 or c1 = −1,
see for example [Har80].

Theorem 5.19. • MP2(2; 0, n) is a coarse moduli space which is always irreducible and it is
fine iff n is odd.

• MP2(2;−1, n) is a fine moduli space for all n.

Proof. This is a summary of [CO80, Theorem 4.1.12, Theorem 4.1.14, Theorem 4.1.17 and Theorem
4.2.1] �

In the last section of the chapter about Beilinson’s theorem we calculated a monad for the
space MP2(2; 0, n). As said before we are only interested in the toric bundles within this space,
i.e. we want to investigate properties of MP2(2; 0, n)T . Moreover we can also consider the closure
MP2(2; 0, n) of the moduli space, which allows us to study the toric sheaves in the boundary of
this space.
On weighted projective spaces we do not know about the existence of moduli spaces, but never-
theless we can use Beilinson monads pushed down from P2 to filter the toric sheaves on weighted
projective planes in some special cases. Before doing so we need some theoretical considerations:

Toric Monads

In this section let F denote a stable sheaf on P2 of rank 2 with Chern classes c1 = c1(F) = 0 and
c2 = c2(F) = n for some natural number n.
Recall that by lemma 4.37 if F is a vector bundle it has a Beilinson monad of the form

0 −→ H1(F(−2))⊗ Ω2
P2(2) −→ H1(F(−1))⊗ Ω1

P2(1) −→ H1(F)⊗OP2 −→ 0.

Since we know from our preparations that in the case of a toric F the torus canonically acts on
the cohomology groups, we can replace these finite-dimensional vector spaces by their dimension
we computed in the last chapter:

0 −→ nΩ2
P2(2)

M
−→ nΩ1

P2(1)
N
−→ (n− 2)OP2 −→ 0

Proposition 5.20. F is toric ⇔ There is a monad given by T -equivariant matrices M and N

Proof. Since the cohomology given by two equivariant morphisms is equivariant, one direction is
clear. Let F be toric. Then the torus acts on the cohomology groups H1(F(−i)), i = 0, 1, 2
occurring in the Beilinson monad as well as on the dual vector space V ∗.This gives clearly gives
us T -equivariant morphisms

µ: H1(F(−2))⊗ V ∗ → H1(F(−1)) and ν: H1(F(−1))⊗ V ∗ → H1(F)

respecting this action and dually corresponding to T -equivariant matrices

M : H1(F(−2))→ H1(F(−1))⊗ V and N : H1(F(−1))→ H1(F)⊗ V

which give us our desired monad. This finishes the proof. �
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Remark. Note that if we are given two T -equivariant matrices M and N , then there always are
by definition minor-monomial matrices M ′ and N ′ such that the following diagram commutes

nΩ2
P2(2)

M ′

//

∼=

��

nΩ1
P2(1)

∼=

��
0 // nΩ2

P2(2)
M // nΩ1

P2(1)
N // (n− 2)OP2 // 0

nΩ1
P2(1)

N ′

//

∼=

OO

(n− 2)OP2 .

∼=

OO

The problem lies in the fact that M and N may be chosen with respect to different T -linearizations
of the involved sheaves. In particular the sheaf nΩ1(1) could have a toric structure coming from
toric divisors A1, . . . , An inducing M and completely different divisors B1, . . . , Bn inducing the
matrix N . This can equivalently be expressed by saying that the composition of the isomorphisms
in the middle column of the diagram might not be the identity and we have to plug in an additional
isomorphism to make the sequence

0 −→ nΩ2
P2(2)

M
−→ nΩ1

P2(1)
∼=
−→ nΩ1

P2(1)
N
−→ (n− 2)OP2 −→ 0

respect the given T -linearizations. Another way to express this is that M and N can not be chosen
simultaneously with respect to a fixed toric structure of the differential sheaves.

Example 5.21. A minor-monomial matrix M does not automatically imply that N is also minor-
monomial. Let for example

M =



x2 x2 x1

−x1 x1 0
0 0 x2




then N could for example be

N =



x1 + x2

x1 + x2

2x2


 .

However there might be the possibility that other choices of N are minor-monomial, e.g.

N =



x2

x2

0




in our case.

Since we want to compute vector bundles from the Beilinson monads we need to know when
the matrix M is injective, respectively N surjective. The following lemma gives an easy criterion

Lemma 5.22. 1. N is surjective if and only if the columns in N do not generate a column that
consists only of linearly dependent entries.

2. M is injective iff the same holds true for the rows of M , i.e. every row in M and every row
generated by these rows consists of at least two linearly independent entries.

Proof. First of all we know that that M is injective iff the dual map

n(Ω1
P2(1))∗

MT

−→ n(Ω2
P2(2))∗

is surjective. This is obviously the same as to say that

nΩ1
P2(2)

MT

−→ nOP2(1).
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This means that after twisting by −1 we see that have the same condition for N and M T . Thus
it suffices to prove the statement for N . Recall that for all v ∈ V we have

Ω1
P2(1)(〈v〉) = (V/〈v〉)∗,

which implies that N : kn⊗(V/〈v〉)∗ → kn−2 is surjective iff NT : kn−2 → kn⊗(V/〈v〉)∗ is injective
iff (c1, . . . , cn−2) 7→ ((c1, . . . , cn−2) ·N

T )/〈v〉 is nonzero for all (c1, . . . , cn−2). This is after picking
a basis equivalent to say that

0 6= w := (w1, . . . , wn) ∈ k
n ⊗ V/〈v〉

for all w in the image of the map, which means that there exist at least one i such that wi 6= λiv
and this is true for every v ∈ V . Thus NT is injective if and only if there are at least two linear
independent rows in NT . This shows the analogous statement for N and finishes the proof. �
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5.3 Applications

In this last section we apply the theory developed so far to some examples. After having mastered
all the technical details of the last chapters, the whole problem of classifying toric sheaves using
the Beilinson monads comes down to rather trivial arguments from linear algebra.
As a first example we find, all toric vector bundles on P2 with c2 = 2 and c2 = 3 and all toric
sheaves in the boundary of the corresponding compactified moduli spaces MP2(2; 0, n). In the
second example we compute some toric stable sheaves of rank 2 with c1 = 0 and c2 = 1 on the
weighted projective plane P(1, 1, 2).

The space MP2(2; 0, 2)T

Proposition 5.23. Within the moduli space MP2(2; 0, 2) there are 18 toric sheaves in the boundary
of the space and no toric vector bundles.

Proof. We start with the case of We know that in this case any toric bundle of this type is
determined as the cokernel of the monad

0→ 2Ω2
P2(2)

M
−→ 2Ω1

P2(1)→ F → 0,

where M is minor-monomial and its rows have at least two linearly independent entries. This
means that M has no zero entry and is therefore because of the minor-monomiality of the form

M =

(
λ00ei λ01ej
λ10ei λ11xj

)

for i 6= j ∈ {0, 1, 2}. Thus by elementary row transformations we can assume that w.l.o.g. λ01 = 0,
but this contradicts the assumption for M . So we see that there are no toric bundles in this case,
but we can still consider the toric sheaves in the boundary. There are essentially two possibilities:
λ10 = 0 : Since we can multiply M from both sides with matrices from GL2(k) which do not
destroy minor-monomiality, no matter how we choose the coefficients λ00 and λ11 we can alway
normalize them: (

λ−1
00 0
0 λ−1

11

)(
λ00ei 0

0 λ11ej

)(
1 0
0 1

)
=

(
ei 0
0 ej

)

Hence we are left with six possibilities for the choice of i and j, namely the following:
(
e0 0
0 e0

) (
e1 0
0 e1

) (
e2 0
0 e2

)

(
e0 0
0 e1

) (
e0 0
0 e2

) (
e1 0
0 e2

)

Note that the corresponding sheaves have fitting support on the set of points where the determinant
det(M) ∈ S2(V ) vanishes, so in our case this corresponds to the following degenerated quadrics:

{e20 = 0} {e21 = 0} {e22 = 0}

{e0e1 = 0} {e0e2 = 0} {e1e2 = 0}.

λ10 6= 0 : In this case the matrix M has, after similar transformations as above, to be of the
form

M =

(
ei 0
el ej

)

where i 6= l 6= j since otherwise we would be in the first case by linear transformations. Thus we
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get twelve new sheaves from the matrices
(
e0 0
e1 e0

) (
e0 0
e2 e0

) (
e1 0
e0 e1

)

(
e1 0
e2 e1

) (
e2 0
e0 e2

) (
e2 0
e1 e2

)

(
e0 0
e2 e1

) (
e1 0
e2 e0

) (
e0 0
e1 e2

)

(
e2 0
e1 e0

) (
e1 0
e0 e2

) (
e2 0
e0 e1

)

since this time the order of the entries on the diagonal is important. To summarize this we see
that for every type of determinant from above there are exactly three sheaves, so altogether there
are 18 of them. �

The space MP2(2; 0, 3)T

Proposition 5.24. There are exactly 6 toric vector bundles in MP2(2; 0, 3) given by the Koszul-like
monad

M =




0 ej ei
ej 0 el
ei el 0


 N =



el
ei
ej


 ,

with i 6= j 6= l 6= i. Moreover there are 70 toric sheaves in the boundary of this space.

Proof. We first consider toric vector bundles. The condition for M is that every row and column
has at least two linearly independent entries and M is monomial. In this case M does not have a
full 2× 2-minor. Assume this would be true, then w.l.o.g. M would be of the form

M =



λ00ei λ01ei ∗
λ10ej λ11ej ∗
∗ ∗ ∗


 .

Since all rows have to have two independent entries it follows that the two upper right stars also
have to be nonzero. But then the minor-monomiality of M implies that those entries also have to
be of the form

(
λ02ei

λ12ej

)
contradicting the row-property of M . Therefore we can assume that every

row and column has exactly two nonzero entries. Thus M has to be of the form

M =




0 λ01ej λ02ei
λ10ej 0 λ12el
λ20ei λ21el 0


 ,

where i 6= j 6= l 6= i. This symmetric matrix is minor-monomial and it is easy to check that the
only possible nonzero choice producing a complex is

N =



λel
µei
νej




for some nonzero scalars λ, µ, ν ∈ k with the condition
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M ∧N =




(λ01µ− λ02ν)ei ∧ ej
(λ10λ− λ12ν)ej ∧ el
(λ20λ− λ21µ)ei ∧ el


 =




0
0
0




⇔ ν =
λ01

λ02
µ, ν =

λ10

λ12
λ, µ =

λ20

λ21
λ

⇔ λ is arbitrary, N = λ ·




el
λ20

λ21
ei

λ10

λ12ej


 and λ10 · λ02 · λ21 = λ01 · λ20 · λ12

Thus we see that the monad gives us a vector bundle if and only if M is of the form

M =




0 λ01ej λ02ei
λ10ej 0 λ12el
λ20ei λ21el 0




and λ10 · λ02 · λ21 = λ01 · λ20 · λ12. We show that this M can also be normalized. For this we can
use matrices g1, g2 ∈ GL3(k) that preserve the minor-monomiality of M . It is easy to see that in
our special case because of the structure if M only diagonal matrices are allowed, i.e.

g1 =



α0 0 0
0 α1 0
0 0 α2


 g2 =



β0 0 0
0 β1 0
0 0 β2


 .

Thus we obtain

g1Mg2 =




0 β−1
1 α0λ01ej β−1

2 α0λ02ei
β−1

0 α1λ10ej 0 β−1
2 α1λ12el

β−1
0 α2λ20ei β−1

1 α2λ21el 0




and we have to check if those six equations

β1 = α0λ01, β2 = α0λ02, β0 = α1λ10,

β2 = α1λ12, β0 = α2λ20, β1 = α2λ21

are compatible with the relation of the λij . This is clear since if we fix α0 then every other
coefficient is determined and:

β1 = α0λ01 ⇒ β1 = α2λ21 ⇔ α2 = α0 ·
λ01

λ21

⇒β0 = α2λ20 = λ20α0 ·
λ01

λ21

⇒β0 = α1λ10 ⇔ α1 =
β0

λ10
= α0 ·

λ20 · λ01

λ21 · λ10

⇒α0λ02 = β2 = α1λ12 = α0
λ12 · λ20 · λ01

λ21 · λ10
,

but this is exactly the relation of the λij . Hence by permutation of the coordinates we get exactly
6 toric vector bundles from the monads

M =




0 ej ei
ej 0 el
ei el 0


 N =



el
ei
ej


 .

Note that every such toric sheaf has support on the degenerated cubic {e0e1e2 = 0} corresponding
to the three coordinate lines.
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Let us now look at the stable sheaves in the boundary. We therefore drop the condition on the rows
of M , but we are still looking for surjective matrices N , i.e. matrices with at least two independent
vectors. Thus M has to have at least (which means exactly) one row with two zero entries and
can be seen as an extension of the case n = 2, i.e.

M =




λ00ek 0 0
∗ λ11ei 0
∗ λ21el λ22ej




and we have to distinguish several cases depending on what the two stars are. It is clear by the last
case that every full 2× 2-matrix can either be replaced by a matrix with at least one zero or is not
minor-monomial. Moreover a 2× 2-matrix with three nonzero entries has to be one of the twelve
types above. Thus we are essentially left with the following types (as before we can normalize
the matrix, but this can be done in the same way as before, so we don’t repeat the rather boring
procedure):

1. Since permutation of the coordinates can be realized by invertible matrices we only have one
M and four choices for N .

M =



e0 0 0
0 e1 0
0 0 e2


 , N =



e0
e1
0


 ,



e0
0
e2


 ,




0
e1
e2


 or



e0
e1
e2


 .

2. In the next case permutation plays a role, since two of the vectors are the same, so we obtain
six possible matrices M and have for each of them three choices for N , thus 18 new sheaves:

M =



e0 0 0
0 e1 0
0 0 e1


 , N =



e0
e1
0


 ,



e0
0
e1


 or



e0
e1
e1


 .

3. There are twelve possible matrices M of the following type

M =



e0 0 0
0 e1 0
0 e0/2 e1


 , N =



e0
e1
e0/2


 ,




0
e1
e0/2


 or



e0
0
e1




inducing three possible choices for N and hence gives us 36 new toric sheaves.

4. The fourth possible type for M , inducing a unique surjective N , is the following

M =



e0 0 0
e1 e0 0
0 e1 e0


 , N =



e0
e1
e0




and so we can add 6 sheaves for each choice of M obtained from permutations.

5. The last possible M not equivalent to any of the types listed above looks like this

M =



e0 0 0
e1 e0 0
e2 0 e0


 , N =



e0
e1
e2




with N again determined by M and thus we get the last six sheaves.

So all in all we have 70 toric sheaves in the boundary of MP2(2; 0, 3). �

This finishes our first examples and we now pass over to to the weighted projective plane
P(1, 1, 2) and construct some toric sheaves from Beilinson sequences.
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Some toric sheaves on P(1, 1, 2)

Proposition 5.25. Let F be a vector bundle on P(Q) = P(1, 1, 2) of rank 2 with Chern classes
c1(F) = 0 and c2(F) = 1 and having no global sections, i.e. H0(F) = 0. Then all possible F are
obtained by one of the following sequences:

1. 0 −→ 2OP(Q)(−2) −→ 4OP(Q)(−1) −→ F −→ 0

2. 0 −→ OP(Q)(−2)⊕OP(Q)(−1) −→ Ω
1

P(Q)(1)⊕ 2 · OP(Q)(−1) −→ F −→ 0

3. 0 −→ 2OP(Q)(−1) −→ 2Ω
1

P(Q)(1) −→ F −→ 0

Proof. We use the morphism π: P2 → P(1, 1, 2) to pull this sheaf back to P2. Note that π∗F is of
course a rank 2 vector bundle. Since the induced morphism of the Chow rings

π∗: Z ∼= A∗(P(1, 1, 2)→ A∗(P2) ∼= Z

is just multiplication by 2 by example 3.27 the Chern classes of π∗F are c1(π∗F) = 0 and c2(π∗F) =
2 ·n. Moreover, since H0(F) = 0 the sheaf π∗F also has no sections. Assume this would be wrong,
then since πµQ

∗ is exact πµQ

∗ π∗F ∼= F would also have sections, which is a contradiction. By lemma
3.1 from [Har80] we know that H0(π∗F) = 0 this is equivalent to π∗F being stable. Thus we can
apply Lemma 4.37 to get the Beilinson I resolution we used before. We only consider the first and
easiest case n = 1 and we will see that this is combinatorial already hard enough. We have the
following resolution for π∗F

0 −→ H1(π∗F(−2))⊗ Ω2
P2(2) −→ H1(π∗F(−1))⊗ Ω1

P2(1) −→ π∗F −→ 0

where both cohomology groups have the dimension 2 ·n = 2. Now we push this Beilinson sequence
with π0

∗ = π
µQ

∗ down to P(1, 1, 2). We abbreviate the second character by π1
∗ := π

(0,0,1)
∗ and obtain

0→
[H1(π∗F(−2))]0⊗π0

∗Ω2
P2

(2)

⊕
[H1(π∗F(−2))]1⊗π1

∗Ω2
P2

(2)
→

[H1(π∗F(−1))]0⊗π0
∗Ω1

P2
(1)

⊕
[H1(π∗F(−1))]1⊗π1

∗Ω1
P2

(1)
→ π0

∗π
∗F → 0.

By lemma 3.9 we know how the Eigenspace decomposition of the cohomology groups looks like,
namely

0→
H1(π0

∗π
∗F⊗π0

∗OP2 (−2))⊗π0
∗Ω2

P2
(2)

⊕
H1(π1

∗π
∗F⊗π1

∗OP2 (−2))⊗π1
∗Ω2

P2
(2)
→

H1(π0
∗π

∗F⊗π0
∗OP2 (−1))⊗π0

∗Ω1
P2

(1)

⊕
H1(π1

∗π
∗F⊗π1

∗OP2 (−1))⊗π1
∗Ω1

P2
(1)
→ π0

∗π
∗F → 0

Using π0
∗π

∗F ∼= F and πχ∗OP2(j) ∼= OP(Q)(j − |χ|) from Lemma 3.10 we obtain

0→
H1(F⊗OP(Q)(−2))⊗π0

∗Ω2
P2

(2)

⊕
H1(F⊗OP(Q)(−3))⊗π1

∗Ω2
P2

(2)
→

H1(F⊗OP(Q)(−1))⊗π0
∗Ω1

P2
(1)

⊕
H1(F⊗OP(Q)(−2))⊗π1

∗Ω1
P2

(1)
→ F → 0

Moreover, since πχ∗ ΩjPn(l) ∼= (Ω
j

P(Q))(log y
I(χ))(l−|χ|) by corollary 4.32, the sequence is isomorphic

to

0→
H1(F⊗OP(Q)(−2))⊗Ω

2
P(Q)(2)

⊕

H1(F⊗OP(Q)(−3))⊗Ω
2
P(Q)(log y

I(1))(2−1)

→
H1(F⊗OP(Q)(−1))⊗π0

∗Ω1(1)
⊕

H1(F⊗OP(Q)(−2))⊗Ω
1
P(Q)(log y

I(1))(1−1)
→ F → 0

We can replace the nontrivial logarithmic differential sheaves by the rule

Ω
j

P(Q)(log y
I(−χ))(j − | − χ|) ∼=

⊕

J∩I 6=∅

OP(Q)(j − |χ| − |QJ |)
(#I(χ)−1

j−#J ),

where |QJ | :=
∑
i∈J qi. Thus, for Ω

1

P(Q)(log y
I(1)) we have exactly two choices for J , namely

J = (1, 0, 0) and J = (0, 1, 0) which shows that

Ω
1

P(Q)(log y
I(1)) ∼= 2 · OP(Q)(−1).
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In the case of Ω
2

P(Q)(log y
I(1))(1) the only possibility is J = (1, 1, 0) and we therefore get an

isomorphism

Ω
1

P(Q)(log y
I(1)) ∼= OP(Q)(−1).

Furthermore, there is an isomorphism

Ω
2

P(Q)(2)
∼= ˜S′(2− |Q|) ∼= OP(Q)(−2)

by remark 3.2. Therefore we can write the above sequence as

0→
H1(F⊗OP(Q)(−2))⊗OP(Q)(−2)

⊕
H1(F⊗OP(Q)(−3))⊗OP(Q)(−1)

→
H1(F⊗OP(Q)(−1))⊗Ω

1
(1)

⊕
H1(F⊗OP(Q)(−2))⊗2·OP(Q)(−1)

→ F → 0.

Now we have to distinguish several cases, since it is a priori not clear how the cohomology
groups are decomposed into Eigenspaces under the action of the group µQ. Since the group
H1(F ⊗ OP(Q)(−2)), which can only have dimension 0, 1 or 2, occurs in both sides of the monad
and all other dimensions are determined by such a choice (since the dimension has to sum up to
2), we are left with the following three cases:

1. 0 −→ 2OP(Q)(−2) −→ 4OP(Q)(−1) −→ F −→ 0

2. 0 −→ OP(Q)(−2)⊕OP(Q)(−1) −→ Ω
1

P(Q)(1)⊕ 2 · OP(Q)(−1) −→ F −→ 0

3. 0 −→ 2OP(Q)(−1) −→ 2Ω
1

P(Q)(1) −→ F −→ 0,

which finishes the proof. �

Warning. Since we don’t know how µQ acts on the cohomology groups, we also don’t know
whether the three cases listed above are nonempty. In what follows we simply assume that they
are and check all the possibilities to obtain a toric sheaf.
Since except for OP(Q)(−2) all the sheaves in our three resolutions are not locally free, we cannot
use Whitney’s sum formula to compute the Chern classes ”by hand”, so the sheaves F have the
right Chern classes, although we cannot check this via the given resolutions.

Remark. To avoid the technically difficult computations with the logarithmic differential sheaves,
one might have the idea to use the well known isomorphism Ω2

P2(2) ∼= OP2(−1). Then by the
calculations of the above proof we clearly have to have

π∗Ω
2
P2(2) ∼= OP(Q)(−1)⊕OP(Q)(−2) ∼= π∗OP2(−1),

using the morphism π∗ to push the isomorphic sheaves. However, for single characters this might
be wrong. We see by a direct calculation

π0
∗OP2(−1) ∼= OP(Q)(−1) π1

∗OP2(−1) ∼= OP(Q)(−2)

that the pushed down sheaves occur in a different order. The reason for this is that the isomorphism
Ω2

P2(2) ∼= OP2(−1) is not µQ-invariant and therefore changes the action of the characters. Thus we
always have to be careful using such isomorphisms.

Note that there are no toric bundles F with the properties of the proposition, since pulling
back via π respects the T -equivariance of a toric sheaf on P(Q) and have seen before that there are
no toric bundles π∗F on P2 in this setting. Although we don’t know whether the cases are empty,
we can still filter the possible toric sheaves from those sequences. To do so we first of all have to
know all morphisms involved, i.e. we only have to find out what

Hom(OP(Q)(−j),Ω
1

P(Q)(1))
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for j = 1 and 2 is, since all other morphisms are known. Recall from the chapter about weighted
projective spaces that there is the generalized Euler short exact sequence

0→ Ω
1

P(Q)(1)→

2⊕

i=0

OP(Q)(1− qi)




y0
y1
y2




−→ OP(Q) → 0

and so applying the covariant functor Hom(OP(Q)(−j),_) gives us the induced long exact sequence

0→ Hom(OP(Q)(−j),Ω
1

P(Q)(1))→ Hom(OP(Q)(−j),

2⊕

i=0

OP(Q)(1− qi))

→ Hom(OP(Q)(−j),OP(Q)(1))→ . . .

Hence a morphism from Hom(OP(Q)(−j),Ω
1

P(Q)(1)) is isomorphic to a morphism from

Hom(OP(Q)(−j),
2⊕

i=0

OP(Q)(1− qi)) ∼=

2⊕

i=0

Hom(OP(Q)(−j),OP(Q)(1− qi)) ∼=

2⊕

i=0

S′
qi−1−j

which is zero if we compose it with
( y0
y1
y2

)
.

In the case of j = 1 this reduces to

OP(Q)(−1) //

0 ))SSSSSSSSSSSSSSS
OP(Q) ⊕OP(Q) ⊕OP(Q)(−1)

( y0
y1
y2

)

��
OP(Q)(1)

and therefore it is clear that

Hom(OP(Q)(−j),Ω
1

P(Q)(1))
∼= {λ · h := (λy1,−λy0, 0)|λ ∈ k} ∼= k.

The case j = 2 is a little bit more complicated, since the twist by −2 allows more choices for the
morphisms, i.e. we have

OP(Q)(−2)
f //

0 ))SSSSSSSSSSSSSSS
OP(Q) ⊕OP(Q) ⊕OP(Q)(−1)

( y0
y1
y2

)

��
OP(Q)(1)

where f ∈ S′
2⊕S

′
2⊕S

′
1. Since S′

1 is generated by the monomials y0 and y1 and S2 is generated by
y0y1, y2

0 , y2
1 and y2 we see that

Hom(OP(Q)(−j),Ω
1

P(Q)(1))

is generated by the four one-dimensional spaces

{λ · f1 := λ · (y0y1,−y
2
0 , 0)|λ ∈ k}

{λ · f2 := λ · (y2
1 ,−y0y1, 0)|λ ∈ k}

{λ · f3 := λ(y2, 0,−y0)|λ ∈ k}

{λ · f4 := λ(y2, 0,− y1)|λ ∈ k}.

So let’s check if there are some toric sheaves in the ”boundary” given by the monads. We begin
with the first resolution:
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1.
0 −→ 2OP(Q)(−2)

M1−−→ 4OP(Q)(−1) −→ F −→ 0

The 2 × 4 matrix M1 consists of monomials of S1 = k · y0 ⊕ k · y1. Therefore we obtain 11
possible minor-monomial M1:

(
y0 0 y1 0
0 y0 0 y1

) (
y0 0 0 0
0 y0 y1 0

) (
y0 0 y1 0
0 y0 y1 0

)

(
y0 0 0 0
0 y0 0 0

) (
y1 0 0 0
0 y1 y0 0

) (
y1 0 y0 0
0 y1 y0 0

)

(
y1 0 0 0
0 y1 0 0

) (
y0 y1 0 0
0 y0 y1 0

) (
y0 y1 0 0
0 y0 0 0

)

(
y1 y0 0 0
0 y1 0 0

) (
y0 0 0 0
0 y1 0 0

)
.

2. The second case is combinatorially the hardest. The reason for this is that in the sequence

0 −→ OP(Q)(−2)⊕OP(Q)(−1)
M2−→ Ω

1

P(Q)(1)⊕ 2OP(Q)(−1) −→ F −→ 0

the matrix defining the sheaf is of the form

M2 =

(
∗ k · y0/1 k · y0/1
∗ k k

)

where the upper star is a morphism from

Hom(OP(Q)(−2),Ω
1

P(Q)(1))

and the lower a morphism from

Hom(OP(Q)(−1),Ω
1

P(Q)(1)).

The problem is that these morphism are not necessarily ”compatible” anymore, as in the
cases we studied on P2, i.e. we can not use linear algebra and even worse we don’t have a
good criterion to decide whether M2 is toric or not, since minor-monomiality does not make
sense in this case. However, the right part of the matrix is rather easy, so we mainly have to
care about the stars. We therefore have to go one step back and consider the toric divisors
that we have to choose for the T -equivariances of the sheaves.
First consider the case j = 1 and check that the one-dimensional space of homomorphism
consists of toric morphisms. To show this we have to find toric divisors A, B0, B1 and B2 in
Z3 of Z-degree −1, 0, 0 and −1, respectively, such that

S′
B0−A = k · yB0−A = k · y(0,1,0) = k · y1

and S′
B1−A = k · yB1−A = k · y(1,0,0) = k · y0.

Clearly, it does not matter what B2 is and the choice

A = (0,−1, 0) B0 = (0, 0, 0) B1 = (1,−1, 0)

is modulo divisors of degree 0 unique, hence the morphism (λy1,−λy0, 0) is toric for every
λ ∈ k.

For the morphisms in the case of j = 2 we have to find toric divisors as above, with the little
difference that the degree of A is −2, and consider four different cases:
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• In the first case the divisors have to satisfy the following relation

SB0−A = k · x(1,1,0) SB1−A = k · x(2,0,0)

to get the morphism f1, which means that we can again choose B2 to be arbitrary and

A = (−2, 0, 0) B0 = (−1, 1, 0) B1 = (0, 0, 0).

• The second case works analogously:

S′
B0−A = k · y(2,0,0) S′

B1−A = k · y(1,1,0)

gives us f2. Thus B2 can be chosen arbitrary and

A = (−2, 0, 0) B0 = (0, 0, 0) B1 = (−1, 1, 0).

• To obtain f3 as toric morphism we have to have that

S′
B0−A = k · y(0,0,1) S′

B2−A = k · y(1,0,0)

This time B1 can be chosen arbitrary and

A = (0, 0,−1) B0 = (0, 0, 0) B1 = (1, 0,−1).

• The last case is analogous to the third, i.e.

S′
B0−A = k · y(0,0,1) S′

B2−A = k · y(0,1,0)

Hence B0 is arbitrary and

A = (0, 0,−1) B1 = (0, 0, 0) B2 = (0, 1,−1).

So we see that every morphism calculated above inherits its own specific T -equivariant struc-
ture and by denoting the 2× 2 matrix obtained by deleting the first column of M2 by M ′

2 we
can deduce several things from this calculation:

• The sum of two elements fi and fj for i 6= j is not toric, thus we can think of the fi as
monomials, as in the case of P2.

• Assume that both stars in M2 are nonzero. Then we see from the cases above that this
is only possible if the lower star is a morphisms consisting of f3 or f4, i.e. of the form
(λy2, 0,−λy0) or (0, λy2,−λy0), since otherwise there would be a contradiction to the
choice of the toric divisors. Moreover in this case we only have two more free parameters
for the choice of the T -equivariant divisors for 2 · OP(Q)(−1) and so we see that there at
most two other nonzero entries in M ′

2.

• If one star is zero, then we are left with three free parameters for the choices of the
divisors of all other morphisms, which essentially means that we have at most three
nonzero choices for the remaining entries of M ′

2.

Now we can simply list all possible matrices M ′
2

(
∗ y0 y1
∗ 0 0

) (
∗ y0 0
∗ 0 0

) (
∗ y1 0
∗ 0 0

)

(
∗ y0 0
∗ 0 1

) (
∗ y1 0
∗ 0 1

) (
∗ y0 0
∗ 1 0

)

(
∗ y1 0
∗ 1 0

) (
∗ 0 0
∗ 1 0

) (
∗ 0 0
∗ 0 0

)

(
∗ y0 y1
∗ 1 0

) (
∗ y1 y0
∗ 1 0

)

and show which of them are compatible with the possible entries of the stars:

84



(a) If both stars are nonzero, by what we said above we can only use the first nine matrices
for M ′

2. Thus we can construct 2 · 1 · 9 = 18 matrices.

(b) If both are zero, then M ′
2 has to have two independent rows, which is only true for six

of the above matrices.

(c) If only the upper star is zero, then all matrices M ′
2 with at least one nonzero entry in

the lower row are ”allowed”, i.e. again nine of them. Therefore we get 18 new sheaves
from this calculation.

(d) If the lower star is zero we have four choices for the lower star by the above considerations
and at least one entry of the lower row of M ′

2 has to be zero. Thus we can add 4 ·7 = 28
sheaves to our list, which makes altogether 70 of them.

3. The third sequence

0 −→ 2OP(Q)(−1)
M3−→ 2Ω

1

P(Q)(1) −→ F −→ 0

is again easier to describe. We calculated that the space

Hom(OP(Q)(−1),Ω
1

P(Q)(1))

is isomorphic to k and spanned by the toric morphism h. So the only feasible choice for M3

is the following

M3 =

(
h 0
0 h

)
.

Conclusions

The last example already shows how difficult it is to obtain computable Beilinson monads on
weighted projective spaces for certain subclasses of (toric) sheaves and that we are far from being
able to construct moduli spaces as in the case of Pn. For this we would need much more information
about these spaces, for example we would need a reasonable notion of stability. Of course there
are such notions even in a more general context, but the definition of the Hilbert polynomial
depends on the choice of an ample line bundle, which is not canonically given on P(Q). Moreover
the theory lacks of such powerful tools such as Serre duality and the Hirzebruch-Riemann-Roch
theorem, which basically enabled us to simplify the Beilinson sequences in special cases on P2.
However there are a lot of things that could be done.
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G-equivariant, 18
G-equivariant morphism, 19
Λ-monomial, 65
∧-minor-monomial, 68
i-th Chern class operator, 22
n-boundary, 46
n-cycle, 46
n-th cohomology, 46

acyclic object, 49
affine toric variety, 9
algebraic group, 5

Beilinson monad, 58

canonical line bundle, 22
categorial quotient, 13
category G-equ(X), 19
category of µQ-sheaves, 32
category of complexes, 45
character group, 6
characteristic function, 54
Chern polynomial, 23
Chow cohomology group, 23
Chow group, 21
Chow ring, 21
coarse moduli space, 72
complete fan, 12
complex of A, 45
contraction map, 64
convex rational polyhedral cone, 7

degree of a cycle, 23
derived category, 47
diagonizable group, 5
differential of a complex, 45
distinguished triangle, 48
dual cone, 8

enough injectives, 49
enough projectives, 49
equivalent complexes, 47
equivariant morphism, 6
evaluation map, 64

face, 10
facet, 10
family of stable bundles, 72
fan, 11
fine grading, 14
fine moduli space, 72
first Chern class of a line bundle, 21

first Chern class operator, 21

generic lattice point, 26
geometric quotient, 13
good quotient, 13
group action, 6

half space, 10
homogeneous coordinate ring, 14
homotopic complexes, 45
homotopy, 45
homotopy category, 46

irrelevant ideal, 15

Künneth formula, 53
Kronecker duality homomorphism, 23

lattice, 6
Laurent monomial, 6
linear algebraic group, 5

map of fans, 12
mapping cone of a morphism, 47
Minkowski weight, 24
minor-monomial, 63
module of logarithmic differentials, 54
morphisms in D(A), 47
morphisms of algebraic groups, 6

one-parameter group, 6

Poincaré series, 37
projection formula, 21
projective bundle, 22
proper face, 10

quasi isomorphism, 47

right derived functor, 48

semigroup algebra, 9
Serre homomorphism, 36
sheaf of logarithmic differentials, 54
sheaves of regular differential form, 35
shift functor, 47
simplicial, 10
smooth cone, 10
strongly convex, 7
support of a fan, 12

toric sheaves, 19
toric variety, 5
toric variety associated to a fan, 11
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torus, 5
triangle, 48
triangulated category, 48
triangulated subcategory, 48

universal quotient, 13

weight, 24
weighted projective space, 28

Zariski sheaf of germs of j-forms, 35
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