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ABSTRACT
This paper concerns the numerical stability of polyharmonic
spline reconstruction from multivariate irregular samples. It is
shown that the Lagrange basis functions of the polyharmonic
spline reconstruction scheme are scale-invariant. Immediate
consequences of this result on the conditioning of the recon-
struction problem are first discussed, before a suitable precon-
ditioner is developed.
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1. INTRODUCTION

Irregular sampling requires reliable and robust methods from
scattered data approximation. Polyharmonic splines, due to
Duchon [1], are popular tools for multivariate Lagrange inter-
polation [5]. In this problem, a data vector

f
∣

∣

X
= (f(x1), . . . , f(xn))T ∈ R

n

of function values, irregularly sampled from an unknown func-
tion f : R

d → R at a point setX = {x1, . . . , xn} ⊂ R
d, d ≥ 1,

is assumed to be given. Interpolation from Lagrange dataf
∣

∣

X

requires the construction of asuitable interpolants : R
d → R

satisfyings
∣

∣

X
= f

∣

∣

X
, i.e.,

s(xj) = f(xj) for all 1 ≤ j ≤ n. (1)

Polyharmonic spline interpolation solves (1), fork ∈ N sat-
isfying k > d/2, in combination with the variational problem

|s|BLk(Rd) ≤ |f |BLk(Rd) with s
∣

∣

X
= f

∣

∣

X
, (2)

in the Beppo Levi space

BL
k(Rd) =

{

f ∈ C(Rd) : Dαf ∈ L2(Rd) for all |α| = k
}

,

being equipped with the semi-norm

|f |2
BLk(Rd) =

∫

Rd

∑

|α|=k

(

k

α

)

(Dαf)
2

dx for f ∈ BL
k(Rd).

Due to the ground-breaking work of Duchon [1], any solu-
tion of (2) has necessarily the form

s(x) =
n

∑

j=1

cjφd,k(‖x − xj‖) + p(x) with p ∈ Pd
k , (3)
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where

φd,k(r) =

{

r2k−d log(r) for d even,

r2k−d for d odd,

is a fixed radial kernel function, termedpolyharmonic spline,
w.r.t. the Euclidean norm‖ · ‖, and wherePd

k is the linear space
of all d-variate polynomials of order at mostk. Moreover, the
coefficientsc = (c1, . . . , cn)T ∈ R

n in the major part ofs in
(3) are satisfying the vanishing moment conditions

n
∑

j=1

cjp(xj) = 0 for all p ∈ Pd
k . (4)

We remark that the solutions in (3) satisfying (1),(4) is
unique [1,6], provided thatX isPd

k -regular, i.e., forp ∈ Pd
k we

have

p(xj) = 0 for all 1 ≤ j ≤ n =⇒ p ≡ 0.

We shall from now assume uniqueness fors.
Our previous paper [4] analyzes the conditioning and the

numerical stability of Lagrange interpolation by polyharmonic
splines, where the key result in [4] is the scale-invarianceof the
interpolation scheme’s Lagrange basis.

This paper provides a generalization of corresponding results
in [4] from Lagrange interpolation to Hermite-Birkhoff recon-
struction. Moreover, a suitable preconditioner is developed. To
this end, the scale-invariance of the problem’s condition number
is proven for the more general case of Hermite-Birkhoff recon-
struction.

The outline of this paper is as follows. In Section 2, we
first explain Hermite-Birkhoff reconstruction by polyharmonic
splines, before we show the scale-invariance of the method’s La-
grange basis in Section 3. Relevant results concerning the con-
ditioning of the reconstruction problem are proven in Section 4,
before a suitable preconditioner is constructed in Section5.

We remark that relevant applications for Hermite-Birkhoff
reconstruction include particle and collocation methods for
the numerical solution of PDEs as well as medical image re-
construction from X-ray scans in computerized tomography,to
mention but a few. Supporting numerical examples arising from
particular application scenarios are presented during thecon-
ference, where special emphasis is placed on both the variation
of the sampling and the comparison with other radial kernel
functions.



2. HERMITE-BIRKHOFF RECONSTRUCTION

To simplify notation, we fix theorder k of φd,k and the di-
mensiond, with assuming2k > d, and we letφ ≡ φd,k and
BL ≡ BL

k(Rd). To explain Hermite-Birkhoff reconstruction
by polyharmonic splines, letT = {τ1, . . . , τn} denote a set
of linearly independent compactly supported functionals from
the topological dualBL

∗ of BL. Recall that the norm of any
τ ∈ BL

∗ is being defined as

‖τ‖ = inf {C : |τ(f)| ≤ C · |f |BL for all f ∈ BL} .

Now let us assume we are given a data vector

f
∣

∣

T
= (τ1(f), . . . , τn(f))T ∈ R

n

of irregular samples taken fromf ∈ BL. Reconstruction from
Hermite-Birkhoff dataf

∣

∣

T
requires finding a reconstructions

satisfyings
∣

∣

T
= f

∣

∣

T
, i.e.,

τj(s) = τj(f), for all 1 ≤ j ≤ n. (5)

Note that the above reconstruction problem (5) covers
the interpolation problem (1). Indeed, in the special case
of problem (1), the dual functionals are given by the set
T = {δx1

, . . . , δxn
} of n shifted Diracδ-distributions, where

the shifts are taken aboutn pairwise distinct translation points
in X = {x1, . . . , xn}.

Now in order to generalize polyharmonic spline interpolation
to polyharmonic reconstruction from Hermite-Birkhoff data, we
work with a reconstruction of the form

s(x) =

n
∑

j=1

cjτ
y
j (φ(‖x − y‖)) + p(x) with p ∈ Pd

k , (6)

where the notationτy
j denotes action of dual functionalτj ∈ T

on variabley ∈ R
d, for 1 ≤ j ≤ n. Note thats in (3) coincides

with s in (6), if we letτj = δxj
for 1 ≤ j ≤ n.

We can rewrites in (6) by

s = τ ∗ φ + p for τ =

n
∑

j=1

cjτj ∈ T ⊥
k andp ∈ Pd

k , (7)

where
(τ ∗ φ)(x) = τy(φ(‖x − y‖))

denotes the convolution product betweenτ andφ(‖ · ‖). More-
over, to accommodate the side condition (4) for the coefficients
of the reconstruction’s major part in (7), we requireτ ∈ T ⊥

k in
(7), where

T ⊥
k =

{

τ ∈ BL
∗ : τ(p) = 0 for all p ∈ Pd

k

}

is the linear space of all dual functionals fromBL
∗ whose ker-

nel containsPd
k .

The well-posedness of the Hermite-Birkhoff reconstruction
problem (5) by using polyharmonic splines is covered as a
special case in [3, Theorem 6.2], which we here quote for the
reader’s convenience. For more details, we refer to [3,8].

Theorem 1. Let T = {τ1, . . . , τn} denote a set of linearly inde-
pendent compactly supported linear functionals from the topo-
logical dual of BL. Then, the reconstruction problem (5) has a
solution of the form (7), where s is unique, if the set T is Pd

k -
regular, i.e., for p ∈ Pd

k we have

τj(p) = 0 for 1 ≤ j ≤ n =⇒ p ≡ 0.

We assume from now thatT is Pd
k -regular. In this case, the

above theorem states that on given Hermite-Birkhoff dataf
∣

∣

T

there is one and only one elements in thereconstruction space

R =







s = τ ∗ φ + p : τ =

n
∑

j=1

cjτj ∈ T ⊥
k , p ∈ Pd

k







⊂ BL

(8)
satisfyings

∣

∣

T
= f

∣

∣

T
. Indeed, the reconstructions ∈ R is

given by the unique orthogonal projection off ∈ BL ontoR.
Moreover, the coefficientsc ∈ R

n of the major part ofs and
d ∈ R

m of its polynomial partp are given by the solution of the
linear system

[

Φ P
PT 0

] [

c
d

]

=

[

f
∣

∣

T

0

]

,

where

Φ = (τx
i τy

j φ(‖x − y‖))1≤i,j≤n ∈ R
n×n

P = (τx
j (xα))1≤j≤n;|α|<k ∈ R

n×m,

with m =
(

k−1+d
d

)

denoting the dimension ofPd
k .

Note that the well-posedness of the reconstruction prob-
lem implies that there are unique Lagrange basis functions
λ1, . . . , λn ∈ R satisfying τj(λℓ) = δjℓ, with δjℓ denot-
ing the usual Kronecker symbol, for1 ≤ j, ℓ ≤ n. More-
over, note that for fixedx ∈ R

d the Lagrange basis functions
λ(x) = (λ1(x), . . . , λn(x))T ∈ R

n are satisfying
[

Φ P
PT 0

] [

λ(x)
µ(x)

]

=

[

ϕ(x)
π(x)

]

,

for Lagrange multipliersµ(x) = (µ1(x), . . . , µm(x))T ∈ R
m,

where

ϕ(x) = (τy
j φ(‖x − y‖))1≤j≤n ∈ R

n

π(x) = (xα)|α|<k ∈ R
m.

Finally, the reconstructions in (6) can be rewritten in its La-
grange representation as

s(x) =

n
∑

j=1

τj(f)λj(x), (9)

or,
s(x) =< λ(x)

∣

∣ f
∣

∣

T
>,

in short hand notation, where< ·
∣

∣· > denotes the inner product
of the Euclidean spaceRn.



3. SCALE-INVARIANCE OF THE POLYHARMONIC
SPLINE RECONSTRUCTION SCHEME

In this section, we show the scale-invariance of the polyhar-
monic spline reconstruction scheme. To this end, let us regard,
for fixedh > 0, thescaled reconstruction problem

τj(σh(sh)) = τj(σh(f)) for all 1 ≤ j ≤ n, (10)

whereσh is the dilatation operator, defined asσh(f) = f(·/h).
By Theorem 1 there is a unique polyharmonic spline recon-

struction of the forms ≡ σh(sh) ∈ R satisfying (10), or, if we
solve (10) forsh, we obtainsh = σ−1

h (s). Let us collect all
possible solutionssh to (10) in the scaled reconstruction space

Rh =
{

sh = σ−1
h (s) : s ∈ R

}

.

The following theorem, which can be viewed as a general-
ization of our previous result [4, Lemma 3.2], states thatRh

is a scaled version ofR, or, in other words, the polyharmonic
spline reconstruction scheme is scale-invariant.

Theorem 2. The reconstruction space R in (8) is scale-
invariant, i.e., Rh = R for any h > 0.

Proof: If the space dimensiond is odd, then the identity
R = σh(R) immediately follows from the homogeneity of the
polyharmonic splineφ ≡ φd,k and the linearity of the dual func-
tionals inT .

Now supposed is even. In this case we have

φd,k(hr) = h2k−d
(

φd,k(r) + r2k−d log(h)
)

.

Therefore, anysh ∈ Rh has, up to somep ∈ Pd
k , the form

sh(hx) = h2k−d





n
∑

j=1

cjτ
y
j (φd,k(‖x − y‖)) + log(h)q(x)



 ,

where we let

q(x) =

n
∑

j=1

cjτ
y
j

(

‖x − y‖2k−d
)

.

To see thatsh is contained inR, it remains to show that the
degree of the polynomialq is at mostk − 1. To this end, we
rewriteq as

q(x) =

n
∑

j=1

cjτ
y
j





∑

|α|+|β|=2k−d

cα,βxαyβ





=
∑

|α|+|β|=2k−d

cα,βxα

n
∑

j=1

cjτ
y
j (yβ)

for some coefficientscα,β with |α| + |β| = 2k − d. Now due
to the orthogonality relation

∑n

j=1 cjτj ∈ T ⊥
k , as required in

(7), this implies that the degree of the polynomialq is at most
2k − d − k = k − d < k for d ≥ 1. Therefore,sh ∈ R, and

soRh ⊂ R. The converse inclusionR ⊂ Rh can be proven
accordingly. Altogether, we findR = σh(Rh) for anyh > 0 in
any space dimensiond, which completes our proof.

Due to the well-posedness of the (scaled or unscaled) recon-
struction problem, inRh or R, the (unique) Lagrange basis
functions are also scale-invariant. Hence, the following result
can be viewed as a direct consequence of the previous theorem.

Corollary 1. The Lagrange basis functions λ = (λh
1 , . . . , λh

n)T

of Rh, satisfying

τj(σh(λh
ℓ )) = δjℓ for 1 ≤ j, ℓ ≤ n,

are scale-invariant. More precisely, for any h > 0 we have

λ = σh(λh)

for the Lagrange basis functions λ = (λ1, . . . , λn)T of R.

4. CONDITIONING OF THE RECONSTRUCTION

This and the following section are concerning the stabilityof the
polyharmonic spline reconstruction scheme, where our aim is
to construct a numerically stable algorithm for the evaluation of
any polyharmonic spline reconstructions ∈ R. To this end, we
first analyze the conditioning of the given problem (done in this
section), before we turn to the construction of a stable evaluator
in the following section. For a comprehensive discussion onthe
relevant principles and concepts from error analysis, especially
thecondition number of a givenproblem versus thestability of
a numerical algorithm, we recommend the textbook [2].

To discuss the conditioning of polyharmonic spline recon-
struction, recall that the condition number of the reconstruction
problem is given by the operator norm of the reconstruction ope-
ratorI : BL → R, which returns on any argumentf ∈ BL a
(unique) polyharmonic spline reconstructions ∈ R satisfying
f
∣

∣

T
= s

∣

∣

T
.

Therefore, for fixedT , the condition number of polyhar-
monic spline reconstruction from dataf

∣

∣

T
is the smallest num-

berκ ≡ κ(T ) satisfying

|If |BL ≤ κ · |f |BL for all f ∈ BL.

The following result is useful for the subsequent discussion
on the stability of polyharmonic spline reconstruction.

Theorem 3. The condition number κ of polyharmonic spline
reconstruction is bounded above by the Lebesgue constant

Λ ≡ Λ(T ) =

n
∑

j=1

‖τj‖ · |λj |BL,

i.e., κ ≤ Λ.

Proof: Let for anyf ∈ BL and for fixedT = {τ1, . . . , τn}
the data vectorf

∣

∣

T
be given, and lets = I(f) ∈ R denote the

polyharmonic spline reconstruction of the form (7) satisfying



f
∣

∣

T
= s

∣

∣

T
. Using the Lagrange representation ofs in (9), we

immediately obtain the estimate

|I(f)|BL = |s|BL ≤

n
∑

j=1

|τj(f)| · |λj |BL

≤





n
∑

j=1

‖τj‖ · |λj |BL



 |f |BL,

and thereforeκ ≤ Λ.
Note that by1 = |τj(λj)| ≤ ‖τj‖ · |λj |BL, for 1 ≤ j ≤ n,

we findΛ ≥ n, and so the Lebesgue constant is bounded below
by the numbern of functionals inT . The following result is
a direct consequence of the scale-invariance of the Lagrange
basis.

Corollary 2. The Lebesgue constant of polyharmonic spline re-
construction is scale-invariant.

Proof: For fixedT = {τ1, . . . , τn} and anyh > 0, let

T ◦ σh = {τ1 ◦ σh, . . . , τn ◦ σh}.

Then, the identity

Λ(T ◦σh) =

n
∑

j=1

‖τj‖·|σh(λh
j )|BL =

n
∑

j=1

‖τj‖·|λj |BL = Λ(T )

holds, where we used the scale-invariance of the Lagrange basis
functions,λ = σh(λh), from Corollary 1.

5. PRECONDITIONING

A naive method for solving the scaled reconstruction problem
is given by the direct solution of the scaled linear system

[

Φh Ph

PT
h 0

] [

ch

dh

]

=

[

σh(f)
∣

∣

T

0

]

, (11)

where

Φh = (τx
i τy

j φ(‖(x − y)/h‖))1≤i,j≤n ∈ R
n×n

Ph = (τx
j ((x/h)α))1≤j≤n;|α|<k ∈ R

n×m.

It is convenient to abbreviate the system (11) as

Ahbh = fh. (12)

Now let us turn to the construction of a numerically stable
algorithm for evaluating the polyharmonic spline reconstruction
sh satisfying (10). To this end, we require that the given recon-
struction problem (10) is well-conditioned. Note that according
to Corollary 2, the Lebesgue constantΛ, being an upper bound
of the reconstruction problem’s condition numberκ, merely de-
pends on the functionals inT , but not on the scaleh.

However, the spectral condition numberκ2(Ah) of matrix
Ah in (12) depends onh. The following rescaling can be viewed

as a simple way of preconditioning the matrixAh for very small
h, whereκ2(Ah) ≫ κ2(A1). Our method relies on the follow-
ing sequence of calculations, where we use the scale-invariance
of the Lagrange basis functions,λh = σh(λ), from Corollary 1,

sh(hx) = < λh(hx)
∣

∣ fh > = < λ(x)
∣

∣ fh >

= < (λ(x), µ(x))T
∣

∣ (fh, 0)T >

= < A−1
1 (ϕ(x), π(x))T

∣

∣ (fh, 0)T >

= < (ϕ(x), π(x))T
∣

∣ A−1
1 (fh, 0)T >,

which yields the more suitable representation

sh(hx) =< β1(x)
∣

∣ A−1
1 · fh > (13)

for the polyharmonic spline reconstruction, where we let
β1(x) = (ϕ(x), π(x))T and fh = (fh, 0)T . Due to repre-
sentation (13) we can evaluatesh at hx by solving the system
A1 · b = fh, whose solutionb ∈ R

n+q yields the coefficients
of sh(hx) w.r.t. the basis functions inβ1(x).

Finally, note that by working with the representation (13) for
sh, we can avoid solving the linear system (11). This is useful
insofar as the linear system (11) is often ill-conditioned for very
smallh, but well-conditioned for sufficiently largeh. Hence, for
the sake of numerical stability, one should, for smallh, avoid
solving (11) directly (cf. [7] for details). Further supporting
arguments on this, along with illustrative numerical examples
and comparisons, are presented during the conference.
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